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Abstract

Several algorithms exist for decomposing strongly connected components (SCCs). To accommodate recent
non-reversible trends in hardware, we focus on utilizing multi-core architectures. Specifically, we consider
parallelizing SCC algorithms in the setting of an on-the-fly implementation (to be able to detect SCCs while
constructing the graph - which is particularly useful for several verification techniques). We show that the
current solutions are not capable of scaling efficiently and we propose a new algorithm that is able to do so.

Our parallel algorithm is (in contrast to the existing approaches) specifically designed to communicate
partially discovered SCCs between workers. This is achieved by using a shared Union-Find structure. This
structure has been extended to efficiently keep track of the search paths for each worker in combination with
means to iterate and communicate fully explored vertices. We show that the designed algorithm is provably
correct and performs in quasi-linear time. Experiments show that it outperforms existing techniques.
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Chapter 1

Introduction

In Computer Science, a wide variety of problems can be represented with a (directed) graph structure. A
graph describes abstract objects (vertices or states) and the relations that hold between these (edges or
transitions). Consider for instance representing road systems, social networks, or practically any type of
process. Graph algorithms are then applied for solving particular problems. One common technique is
decomposing strongly connected components (SCCs); finding sets of vertices for which every vertex can reach
each other vertex in the set. Figure 1.1 gives an example of a graph where the marked regions represent
distinct SCCs. For instance, vertices b, c, and e are part of the same SCC because these can all reach each
other. Applications for SCC decomposition include data- and (social) network analysis, as well as various
verification techniques.

b c d

a e f g

h i j k

Figure 1.1: Example of a graph in which the marked regions represent the SCCs.

A graph can be implicitly represented. This means that instead of storing all edges in a data structure,
a Next-State method is used to calculate the successors (reachable neighbor states, e.g. in Figure 1.1, the
successors of f are g and j) from a given vertex. This representation is often preferred because it is more
memory efficient (since the graph is not explicitly stored in memory) and because it may follow naturally
from the problem context (consider for instance representing a chess game or the control flow of a program).
However, this structure limits the freedom for a graph algorithm: it has no prior knowledge on the graph
other than a given initial state and it can only expand this knowledge by requesting for successors of a known
state. We refer to algorithms that are capable of performing on implicit graphs as on-the-fly (or online),
other algorithms are referred to as offline (note that an on-the-fly algorithm is also offline).
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SCC algorithms

Parallel Sequential

On-the-fly
Our work

(On-the-fly) Offline

Small SCCs

Large SCCs

Graphs

Figure 1.2: Visual representation of the topic for this project.

We focus on algorithms that decompose SCCs on-the-fly, these are particularly useful in several veri-
fication procedures. With the increasing scale of the models to be analyzed, a recurring problem is the
state-space explosion [2]: the graph becomes too large for the system to handle. This is why many verifica-
tion techniques are designed to be on-the-fly. A benefit is that an on-the-fly algorithm may finish as soon as
an counter-example is found (without ever constructing the complete graph). On-the-fly SCC decomposition
is applied in CTL and LTL verification [54], for instance when applying the EG operator or finding accepting
cycles. It also finds applications in state-space reduction, for example in τ -compression [43].

With the increasing parallelization of processor architectures, there is a growing demand for concurrent
algorithms. This report focuses on parallel, specifically multi-core, algorithms for the on-the-fly decomposi-
tion of SCCs. The depth-first search (DFS) algorithm from Tarjan [57] is well-known and regarded as the
best sequential approach for finding SCCs with a linear time complexity. A number of concurrent algorithms
have been designed [18, 44, 6, 46, 28, 56] that scale well on parallel architectures. However, these algorithms
are not linear time (quadratic at best) and are designed offline as they require full knowledge of the graph.

The issue with multi-core on-the-fly algorithms is that the techniques are generally based on DFS traver-
sal. Reif [51] showed that DFS is inherently sequential and P -complete, making efficient parallelization
‘unlikely’. While this may be the case, several approaches exist [27, 16, 36, 15, 40, 53] that exhibit speedups
on multi-core architectures compared to the best sequential methods. While parallel algorithms include
distributed computing and GPU algorithms, we focus on multi-core implementations.

In this thesis we present a new technique for scalable parallel on-the-fly SCC decomposition. To the
best of our knowledge, there are two existing approaches for this [53, 40]. While these approaches have
been shown to scale, they both rely on holding a single worker responsible for discovering a complete SCC.1

Therefore, if a graph contains a relatively large (to the number of vertices) SCC, the scalability is limited
for these algorithms. With this in mind, we state the following research question:

Research question: Is it possible to design a scalable, on-the-fly, concurrent SCC algorithm that
efficiently communicates partially discovered SCCs?

Figure 1.2 depicts the situation prior to this project and shows how our work extends on it. The marked

1Lowe’s algorithm [40] actually does communicate intermediate results between workers, but this relies on an inefficient
mechanism which causes a single worker to perform much extra work.

6



regions represent areas for which efficient algorithms are known. As can be seen, there are no on-the-fly
algorithms efficiently capable of detecting large SCCs in parallel.

With the design of the algorithm, correctness is an important aspect. A parallel implementation in-
troduces up to an exponential increase (with respect to the number of workers) in possible scenarios for
an algorithm [34]. Therefore it is important to reason about its correctnes. This results in the following
subquestion:

Subquestion 1: Is the designed algorithm provably correct?

Besides correctness, the algorithm’s scalability needs to be examined. To do this, it is compared with
existing techniques on several parameters, from the theoretical and empirical aspect. This provides us with
information regarding the (relative) performance of the algorithm. This results in the following subquestion:

Subquestion 2: In which cases does our algorithm outperform existing techniques?

To define performance, the following aspects are considered as comparison measures:

� Complexity and scalability. A parallel algorithm should execute faster with an increasing number of
workers. Moreover, we are interested in the speedups gained from doubling the number of processors.
This is complemented by theoretical complexity analysis.

� Memory usage. A reason for using on-the-fly algorithms is to (attempt to) reduce the required memory.
We therefore kept the memory usage in mind for the development of the algorithm.

� Input structure. The performance of an algorithm is influenced by the graph layout. Characteristics
include the number of vertices and edges, the density of connectivity, the number of SCCs and the size
of the SCCs (the largest SCC and average size) among others. The algorithms are therefore compared
on a variety of graphs (both generated and existing). We mainly focus on graphs originating from the
field of verification.

Contribution. We designed an on-the-fly multi-core SCC algorithm based on Union-Find techniques for
contracting and communicating partially discovered SCCs. The design is built on the basis of global invariants
in combination with an iteration mechanism for Union-Find sets. We were able to show that this technique
is provably correct and is theoretically able to efficiently scale. An experimental study shows that this
algorithm scales, and outperforms existing techniques in practice.2 These results are of significant value
since this work is the first successful approach to gain performance from communicating partially discovered
SCCs by multiple workers in an on-the-fly fashion. Unlike related work, the proposed algorithm exhibits
speedups for graphs containing large SCCs while it also performs on par with the state-of-the-art for graphs
containing many small SCCs.

The report is structured as follows. The preliminaries are discussed in Chapter 2. The related work
is described in Chapter 3. Chapter 4 presents a naive approach for the algorithm, an improved and final
version is presented in Chapter 5. We show the results for the experiments in Chapter 6. Finally we provide
the conclusions and directions for future work in Chapter 7.

2While the algorithm clearly outperforms existing techniques for a small number of workers, the communication overhead
caused a performance drop when using more than eight workers (we expect to mitigate this problem in future work).
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Chapter 2

Preliminaries

This chapter presents definitions for directed graphs and graph properties. Then we provide an overview of
data structures. Finally, we show different graph traversal techniques.

2.1 Directed graphs

Definition 2.1 (Directed graph). A directed graph G is a tuple 〈V, E〉, where V is a set of vertices (also
referred to as nodes or states), and E ⊆ V × V is a set of directed edges (or transitions). An edge between
two vertices u and v will either be denoted as (u, v) or u → v. Note that for a directed graph (as opposed
to an undirected graph), u→ v does not imply that v → u.

Definition 2.2 (Rooted graph). A rooted graph extends the directed graph structure with an initial state
(the root). We have G = 〈V, E , v0〉, where V and E are equally defined as in Definition 2.1. Here, v0 ∈ V
represents the initial state and denotes the starting point for graph traversal algorithms. An unrooted graph
does not contain an explicit initial state. When we refer to a graph, we generally refer to a rooted graph
unless explicitly stated as an unrooted graph. For the sake of clarity, we make the assumption that all
vertices |V | can be reached from v0.

Definition 2.3 (Transposed graph). A transposed graph GT = 〈V, ET 〉 is equivalent to the graph G = 〈V, E〉
with all its edges reversed: ET = {(u, v) | (v, u) ∈ E}.
Definition 2.4 (Successor, predecessor). For G = 〈V, E〉, if (u, v) ∈ E , then v is called a successor of u and u
is called the predecessor of v. We denote the set of all successors for a vertex u by post(u) := {v | (u, v) ∈ E}.
Similarly the set of all predecessors for a state u is denoted by pred(u) := {v′ | (v′, u) ∈ E}. We denote two
states u, v ∈ V as neighbors from each other if either (u, v) ∈ E or (v, u) ∈ E holds.

Definition 2.5 (Path, cycle). Given G = 〈V, E〉, a path is a sequence of vertices s0, . . . , sk, s.t. ∀0≤i≤k : si ∈ V
and ∀0≤i<k : (si, si+1) ∈ E . A cycle is a nonempty path in which the first and last vertex are the same.

Definition 2.6 (Reachability). Given G = 〈V, E〉 and u, v ∈ V, we say that v is reachable from u (and u
reaches v) iff a finite path exists from u to v. This path is denoted by u→∗ v. We define that every vertex
is reachable by itself with a path of length 0.

Definition 2.7 (Strong connectivity). Given G = 〈V, E〉 and u, v ∈ V, we say that v is strongly connected by
u iff v →∗ u→∗ v; vertex u is reachable by v and v is reachable by u.

Definition 2.8 (Strongly connected component). For G = 〈V, E〉, a strongly connected component (SCC) is
a maximal set of vertices C ⊆ V for which any two vertices v, w ∈ C are strongly connected. An SCC is
maximal in the sense that @C ′ : C ( C ′ ⊆ V, meaning that for every t ∈ V\C and v ∈ C : t 6→∗ v ∨ v 6→∗ t
(t cannot reach v and/or v cannot reach t).

An SCC consisting of a single vertex u is called trivial iff (u, u) 6∈ E , other SSCs are called non-trivial.
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Definition 2.9 (Quotient graph). Let VC be the set of all SCCs for graph G = 〈V, E〉. The quotient graph
of G is a directed graph GC = 〈VC , EC〉, where EC = {(C1, C2) | C1, C2 ∈ VC : C1 6= C2 ∧ ∃u1, u2 ∈ V : u1 ∈
C1 ∧ u2 ∈ C2 ∧ (u1, u2) ∈ E}, i.e. there is an edge between SCCs C1 and C2 iff there is an edge between
vertices from C1 and C2 in the original graph. Note that the quotient graph is acyclic.

Definition 2.10 (Terminal SCC). A terminal strongly connected component is an SCC C for which all
states in this SCC have no successors pointing to other SCCs: ∀v ∈ C ∧∀w ∈ post(v) : w ∈ C. Every graph
must contain at least one terminal SCC, which we show by contradiction. Suppose that there is no terminal
SCC is graph G. In the quotient graph GC = 〈VC , EC〉 we have that every component C ∈ VC contains a
state that has a successor in some C ′ ∈ VC\C. The only way of constructing such a quotient graph (with
no terminal SCCs) is by creating a cycle for (a subset of) the components. This however contradicts with
the definition of an SCC (and quotient graph), therefore a graph must contain at least one terminal SCC.

Definition 2.11 (Fanout). Given G = 〈V, E〉, the fanout for G is defined as the average number of successors

for any vertex v ∈ V. We have fanout := E[ |post(v)| ] = |E|
|V| .

Small-world phenomenon. The small-world phenomenon is a common property that holds in graphs,
graphs that preserve this property are also referred to as small-world graphs [62]. Here, it may be the case
that most vertices are not neighbors from each other, but it is very probable that a short path (compared
to |v|) connects these vertices. As a side-effect, it is often the case that such graphs contain one large SCC
and possibly many smaller sized components.

The small-world phenomenon is commonly found in Web graphs [9] and social networks [33], and it is also
observed in models for formal verification [47]. The latter paper attempts to classify common graph layouts
used by verification tools. For the purpose of SCC decomposition, a graph often (68% of the examined models
from [47]) consists of one large SCC and many small components. Some state-of-the-art SCC algorithms
were specifically designed with this observation in mind [56, 28, 40].

2.2 Parallelism

Parallelism [25] refers to performing multiple computations at the same time. This is achieved by for instance
utilizing multiple processors (workers) from a multi-core architecture. It is important to understand that it
is not trivial to translate sequential (or single-core) algorithms to use multiple processors. The programmer
has to consider the behaviour of all threads at the same time, with all possible interleaving combinations
(which grows exponentially).

Parallelism introduces race-condition errors. A race condition can occur when multiple workers operate
on shared variables. As an example, assume we have a variable x := 1 and two workers increment x in
parallel. First worker 1 could read x = 1, after which worker 2 reads x = 1. Then, worker 1 increments x
and thus sets x := 2. Now, worker 2 still thinks that x = 1 and therefore also sets x := 2. We end up with
an incorrect result due to a race condition. To prevent errors of this form, we could apply locking or use a
lockless approach.

Locking. With locking, we ensure that only one worker can operate on a variable at a time (and therefore,
operations are performed sequentially on this variable). To realize this, the variable is locked. A single
instruction is used to set a lock and while this variable is locked, no other workers may read and/or write to
the variable. When a worker has completed its operation, it releases the lock. Referring back to the example,
if worker 1 locks x, worker 2 must wait until the lock has been released. Thus, worker 1 sets x := 2 and
releases the lock. Now, worker 2 may lock x and it will subsequently correctly set x := 3.

Lockless. In some cases, it may be possible to perform operations lockless. This means that workers may
simultaneously operate on the same variable by using atomic instructions. One of these is the Compare&Swap
instruction. Here, by using its shorthand notation cas(x, y, z) we only set x := z if x = y holds before the
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instruction. Furthermore, the instruction returns True if it was successful and False otherwise. In the
example, we can utilize a lockless approach. Both workers could execute cas(x, x, x+1); increment x by one
if it has not been changed. Internally, this may use multiple local instructions that do not affect the variable
(read x′ := x, store x′′ := x′ + 1). Assume that workers 1 and 2 both read x = 1 and worker 1 successfully
applies cas(x, 1, 2). The Compare&Swap instruction for worker 2 will now fail (cas(x, 1, 2) ∧ x 6= 1) and
worker 2 has to try this instruction again (where it first reads x = 2) until it succeeds. A lockless approach
is generally more efficient compared to one that uses locking [25].

We measure the performance gain for a parallel algorithm by analyzing the speedup. If the time used for
a parallel algorithm with 8 workers is 4 times faster compared to a sequential version of the algorithm, we
say that the speedup for 8 workers is 4.

2.3 Data structures

2.3.1 Graph data structures

There are several means for representing a graph G = 〈V, E〉, each with advantages and disadvantages over
others:

� Adjacency Matrix. An Adjacency Matrix AM is a 2D binary array of size |V| × |V|. In this graph
representation, ∀0≤i,j<|V| : AM [i, j] = 1 iff (i, j) ∈ E (the edge (i, j) exists in the graph). Otherwise,
in case AM [i, j] = 0, we have that (i, j) 6∈ E . This data structure uses |V|2/8 bytes of memory. An
edge is updated and found in constant time, finding all successors takes O(|V|) time.

� Adjacency List. An Adjacency List AL is an array of linked lists. The array is of size |V| and its
indexes represent the source vertices for the edges. The linked list for each array entry represents the
destination vertices for the source. An edge (i, j) ∈ E is represented by including list entry j in the list
of AL[i]. This representation uses 8 · |E| bytes of memory (with a näıve implementation on a 32-bit
computer). An edge is updated in constant time and finding an edge takes O(|V|) time (on average it

is bounded by the fanout: O
(
|E|
|V|

)
), finding all successors also takes O(|V|) time (similarly O

(
|E|
|V|

)
on

average).

� Implicit. An implicit representation differs from from the previous two in the sense that edges are
not explicitly stated. Here, we make use of a Next-State method that calculates the successors (or
post) for a given vertex. The advantage of this representation is that edges do not have to be stored
in memory at all. However, it is not always feasible to represent edges by means of a Next-State
method. Note that it may not be possible to calculate predecessors in this representation.

An graph is usually presented implicitly for reactive systems; here, the system (a graph in our case) reacts
to external events (this reaction is implemented in the Next-State method).

An example for an implicitly stated graph (and a reactive system) is to represent a Sokoban puzzle. In
this puzzle, the object for the player is to move boxes to specific locations. If we represent each state and edge
explicitly, this would create a state space that grows exponentially based on the number of movable objects
(considering that each box can be placed on any tile). For an implicit representation, the Next-State
method only has to consider the four directions which the player can take in combination with a rule to
detect if a box may be pushed.

2.3.2 Union-Find

A Union-Find data structure is used for keeping track of disjoint sets of objects. For this structure, there
are three operations (as defined in [59]):

� MakeSet(x): Creates a new set containing the single object x.
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� Find(x): Return the ‘representative’ of the set in which object x is stored.

� Union(x, y): Combine the two sets containing the elements x and y into a single set.

Sequential Union-Find. The Union-Find data structure is realized by representing sets by rooted trees.
Each node x of the tree contains a pointer to its parent in the tree, and the root points to itself (and is called
the representative of the set). This notion of disjoint-set forests was designed by Galler and Fischer [21]. The
Find(x) procedure returns the root of the tree, by recursively looking up the parent from x. A Union(x, y)
consists of finding the roots for both x and y and setting one root’s parent to the other root. The trees can
become linearly tall in the size of the set (in case of unfortunate parent updates). In terms of amortized
complexity, a Union-Find algorithm’s running time is expressed by creating n sets and by combining these
to a single set (which uses m Find operations). The time complexity for Galler and Fischer’s algorithm [21]
is then given as O(n+ n ·m).

Improvements. Using the näıve algorithm as a basis, several improvements have been made (as discussed
by Tarjan and van Leeuwen [59]). One improvement is with the notion of weighted-union. This is a method
for reducing the height of the trees by making the root of the smaller tree point to the root of the larger one
(in a Union operation). This is realized by one of the following means:

� Weighing by size [21]: By using a field size(x) to keep track of the size of the tree rooted at x. The
tree with the smallest size is then found by comparing the size fields. A Union(x, y) combines the
size of the two roots from x and y.

� Weighing by rank [29]: By using a field rank(x) to keep track of the height of the tree rooted at x. For
a Union(x, y) call, this rank is incremented by one in case the ranks of x and y are equal, otherwise
the rank (for the taller tree) remains the same and is the new root.

Both means achieve the same effect of reducing the tree’s height. The latter approach is preferred since it
can be implemented using less space and requires fewer updates [59]. In complement to the weighted-union,
the following techniques reduce the heights of the trees during the Find operation:

� Path compression [30]: During the search for the root, the intermediately found nodes are updated to
point directly to the root.

� Path splitting [61]: This technique updates the parent from every intermediate node to its grandparent,
during a Find search.

� Path halving [61]: Similar to splitting, with the adaption that the parent is updated for every other
node.

When combining one of these techniques with weighing by rank, the rank may have a larger value than the
actual tree height as a result of the modifications.

Hopcroft and Ullman’s algorithm. Hopcroft and Ullman [29] combines the two improvements for
the disjoint-set forests by applying weighing by rank and path compression. This improved Union-Find
algorithm from Hopcroft and Ullman, can be found in Algorithm 1. We can observe that the rank always
remains smaller than log2(n), for n nodes. Thorough analysis [58, 59] of the algorithm (this also holds for
any combination of the two improvements) results in a worst-case amortized (quasi-linear) running time of
O(m · α(m,n)), for n− 1 Union and m Find operations. Here, α(m,n) is the inverse Ackermann function,
which is an extremely slow growing function and is generally regarded as a small constant for practical
applications. This complexity is shown to be asymptotically optimal for Union-Find [59].
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Algorithm 1 Union-Find structure [29]

1: procedure MakeSet(x)

2: x.parent := x

3: x.rank := 0

4: procedure Find(x)

5: if x.parent 6= x then

6: x.parent := Find(x.parent)

7: return x.parent

8: procedure Union(x, y)

9: xr := Find(x)

10: yr := Find(y)

11: if xr = yr then return

12: if xr.rank < yr.rank then

13: xr.parent := yr

14: else if xr.rank > yr.rank then

15: yr.parent := xr

16: else

17: yr.parent := xr

18: xr.rank := xr.rank + 1

Parallel Union-Find. Anderson and Woll [1] introduce an efficient data structure for Union-Find on a
shared memory multiprocessor. This algorithm is lockless and thus uses atomic instructions to update the
parent and rank. We present the basic observations concerning this structure.

For the Find operation, path halving is applied. This heuristic is implemented using a Compare&Swap
primitive. The Union operation is implemented by weighing by rank. While identifying the roots of the the
objects, the rank can only be updated by the first thread that updates the root. Furthermore, a consistent
method for checking ranks is used; by comparing the node identifiers in case the rank is the same.

Besides the Find and Union operations, it also introduces the SameSet operation which tests if two
objects are contained in the same subset. This operation is important in the concurrency, because subsequent
Find calls may cause synchronization issues. The SameSet operation is implemented by using two Find
operations for both elements to find their roots. Due to the concurrency it might be possible that a set
has been updated. If this is the case (by checking the parent of the first root), the SameSet operation
is restarted. As a result, the algorithm can answer an amortized sequence of n Union-Find queries with
O(n · P) work [1].

2.4 Graph traversal

Depth-first search. Depth-first search (DFS) [11] is a graph traversal algorithm in which the algorithm
starts exploring the graph from a given root. The algorithm continuously traverses to the depth-most unvisited
vertices until this is no longer possible. At this point, the algorithm backtracks to a vertex that still has
unvisited successors and continues traversing from there. This process is repeated until every reachable
vertex from the root has been visited. We say that the root is now fully explored. Algorithm 2 depicts a
standard version of a DFS algorithm.

During the search, the visited vertices can be ordered in several ways (by for instance using a stack S).
The two most common methods are as follows:

� pre-order: This approach orders the vertices in the same way they are visited. So the root is on the
bottom of the stack and the last explored vertex is on the top of the stack. In the algorithm, this means
that the line S.push(v) is inserted after line 3. See Figure 2.1 for an example of pre-order traversal.

� post-order: This approach orders the vertices in order they are explored. So the vertex at the first
backtrack point is on the bottom of the stack and the root is on the top of the stack. In the algorithm,
this means that the line S.push(v) is inserted after line 7. See Figure 2.1 for an example of post-order
traversal.
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Algorithm 2 Depth-first search (recursive)

1: ∀v ∈ V : v.visited := v.explored := False
2: procedure DFS(v)

3: v.visited := True

4: for each w ∈ post(v) do

5: if ¬w.visited then

6: DFS(w)

7: v.explored := true

With a back-edge we say that we visit a vertex that is already part of the current search path. Concretely,
Assume we have discovered the path v0, . . . , vi, . . . , vk and we encounter the edge vk → vi. Then, this edge
forms the cycle: vk → vi →∗ vk and we refer to this edge as a back-edge.

Reif showed [51] that the lexicographical computation of depth-first search post-ordering of vertices is
P -complete. Therefore it is claimed to be difficult to parallelize algorithms that are based on depth-first
search. With the assumption that NC 6= P , no DFS-based algorithm can run in poly-logarithmic time with
a polynomial number of processors.

Breadth-first search. Breadth-first search (BFS) [11] is a graph traversal algorithm in which the algorithm
starts exploring the graph from a given root. BFS makes use of a first-in-first-out (FIFO) queue to store the
successors and select which one to traverse next. This process continues until the queue is empty. Algorithm 3
depicts a standard version of a BFS algorithm. We refer to Figure 2.1 for an example representation of the
vertex ordering. Note that in contrast to DFS, BFS is parallelizable.

Algorithm 3 Breadth-first search

1: ∀v ∈ V : v.visited := False
2: procedure BFS(v)

3: Q := ∅
4: Q.enqueue(v)

5: v.visited := True

6: while Q 6= ∅ do

7: w := Q.dequeue(v)

8: for each u ∈ post(w) do

9: if ¬u.visited then

10: u.visited := True

11: Q.enqueue(u)

On-the-fly. According to the literature [54, 4, 16], an on-the-fly algorithm, is defined to: (1) have no
previous knowledge about the graph other than a given root, (2) traverse a graph (and gain information
about it) starting from this root, and (3) strictly make use of the post or Next-State method to find edges
of the graph. Note that it is not possible to directly find the set of predecessors for a vertex in such a graph.
An on-the-fly algorithm is used on implicitly given graphs. We refer to an algorithm that does not demand
these restrictions as offline (an on-the-fly algorithm is also offline).
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Figure 2.1: Graph traversal vertex ordering for pre-order DFS (left), post-order DFS (middle) and BFS
(right).

2.5 Explicit-State LTL model checking

Model checking [10, 2] refers to the problem of determining whether a given system meets its specification. We
consider an automata-theoretic approach, where the system (expressed as a graph) has finitely many states
and the specification is expressed as a Linear temporal logic (LTL) formula. The task is to check for language
containment, i.e. checking the language described by the LTL formula is contained in the system’s language.
However, this is an expensive procedure. The problem is therefore translated to language emptiness: The
LTL formula is negated and translated to a Büchi automaton. This automaton is then synchronized with
the system’s state space. Finally, the combined Büchi automaton is checked for emptiness to verify if the
system has met its specification.

Definition 2.12 (Büchi automaton). A Büchi automaton is a directed (and rooted) graph with a number of
additional properties. The automaton is given as a tuple B = 〈Q,Σ, δ, s0,A〉. Here Q is a finite set of states
(equivalent to vertices in a directed graph), Σ is the alphabet of the automaton; representing the actions that
the system can take. The transitions (or edges) are given in δ, for which an edge has the form (s, a, t) ∈ δ,
with s, t ∈ Q and a ∈ Σ. This implies that actions are taken at the traversal of edges. The initial state (or
root is given by s0 and A ⊆ Q represents the set of accepting states.

Checking for Büchi emptiness, can be solved by means of an accepting cycle detection. Here, we traverse
the Büchi state space (rooted graph) to search for a path which contains an accepting state that lies on a
cycle. If we succeed in finding an accepting cycle, we have found a counter-example.

We will not go in-depth on how the various components for LTL model checking. The key aspect related
the topic of this thesis is the process of finding an accepting cycle. This can be achieved by searching
for accepting states in the graph and, when found, performing another search to see if this state is part
of a cycle. This approach is referred to as Nested depth-first search [12] (more on this in Section 3.3.1).
Another approach is to decompose the graph in SCCs, if an accepting state is part of a non-trivial SCC
(one that contains cycles), we have detected an accepting cycle. The main difference between these two
techniques is that an Ndfs algorithm is more memory efficient, while an SCC-based technique generally
finds a counter-example faster [54, 20].
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Chapter 3

Related Work

This chapter provides an overview of existing algorithms related to the subject of finding SCCs. A summary
with a discussion is presented in Section 3.4

3.1 Sequential DFS-based algorithms

3.1.1 Tarjan’s algorithm

Tarjan’s algorithm [57] is perhaps the most well-known and arguably most efficient approach for finding
SCCs sequentially. It performs a single depth-first search through the graph, in which each visited node is
provided with two variables. The first variable is the index, this is a sequence counter that corresponds to
the order in which the nodes are visited (the nth node visited has index = n). The second variable is the
lowlink, this variable represents the smallest index reachable from the current node. Each time a visited
node is encountered, the lowlink is updated. Algorithm 4 depicts the standard implementation of Tarjan’s
algorithm. A stack S is used to keep track of the visited nodes.

Algorithm 4 Tarjan’s algorithm [57]

1: ∀v ∈ V : v.index := v.lowlink := 0
2: counter := 0
3: S := ∅
4: procedure Tarjan(v)

5: counter := counter + 1

6: v.lowlink := v.index := counter

7: S.push(v)

8: for each w ∈ post(v) do

9: if w.index = 0 then [unvisited state]

10: Tarjan(w)

11: v.lowlink := min(v.lowlink,w.lowlink)

12: else if w ∈ S then [back-edge]

13: v.lowlink := min(v.lowlink,w.index)

14: if v.lowlink = v.index then [remove completed SCC]

15: w := S.pop()

16: while w.index ≥ v.index do

17: w := S.pop()
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Note that an SCC is decomposed at lines 14-17 since all members of the same SCC as v reside on top
of v in the stack. Note also that this algorithm only finds the SCCs reachable by the initial node v, which
is sufficient for on-the-fly decomposition. The original algorithm iteratively calls the Tarjan procedure for
each node that remained unvisited (i.e. with index = 0). Because the algorithm only traverses the graph by
using the post call, it is well-suited for on-the-fly applications.

As noted by Schwoon and Esparza [54], several properties could be observed from the algorithm. The
stack only contains the states from the current search path. Suppose that w ∈ S lies on this path and the
search finds an edge from the currently examined node, v, to w. Then we can conclude that a path exists
from w to the root of the SCC (the vertex with the lowest index value). Also, a path from said root to
v exists, so both v and w lie on the same SCC. Another observation is that the root r of an SCC is the
first state for that SCC to be added to the stack. When r is fully explored, we can conclude that all SCCs
reachable from r have been completely explored and removed from the stack.

Given a graph G = 〈V, E〉, the time complexity for Tarjan’s algorithm is O(|V|+ |E|), and it uses O(|V|)
space. The time complexity is asymptotically optimal since any SCC algorithm must examine every vertex
and edge (given a worst-case graph). In more detail, an SCC is examined after backtracking to the first
visited node, w, from the SCC. This means that all reachable nodes from w are fully explored, while not
necessarily all reachable nodes from the initial vertex are discovered yet.

For the purpose of finding accepting cycles, this algorithm has a significant drawback. It may be the case
that an accepting cycle is quickly reached from the initial state. Tarjan’s algorithm will detect this cycle
after it finishes exploring all reachable states from the states on this cycle.

The Geldenhuys-Valmari algorithm Geldenhuys and Valmari [22] modified Tarjan’s algorithm for
the purpose of LTL model checking. The idea of the algorithm is that the last found accepting state of the
current search path, is kept track of. Whenever a back-edge is found, which points to a previously visited
state from the current search path (which updates the lowlink value), the algorithm terminates with an
accepting cycle.

3.1.2 Dijkstra’s algorithm

Dijkstra [14] proposed a different variation to Tarjan’s algorithm. This algorithm is presented in Al-
gorithm 5. Instead of keeping track of lowlink values, this algorithm maintains a stack of possible root
candidates. On finding a back-edge (line 12), the algorithm pops vertices from the stack until the ‘root’ of
the cycle is found. At backtracking, the current flag of reachable states are set to false so that these states
do not interfere with a future search. This algorithm also runs in linear time, O(|V|+ |E|) with O(|V|).

Couvreur’s algorithm Couvreur [13] designed a variant on Dijkstra’s algorithm for the purpose of
finding accepting cycles. The main difference with a Tarjan-based accepting cycle algorithm is that here,
information on partial SCCs is propagated when finding a back-edge. A comparative study reported [52]
that these two approaches are comparable, though the Dijkstra-based algorithm reports counter-examples
earlier.
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Algorithm 5 Dijkstra’s algorithm [14]

1: ∀v ∈ V : v.index := 0, v.current := False
2: Roots := ∅
3: counter := 0
4: procedure Dijkstra(v)

5: counter := counter + 1

6: v.index := counter

7: Roots.push(v)

8: v.current := True

9: for each w ∈ post(v) do

10: if w.index = 0 then [unvisited state]

11: Dijkstra(w)

12: else if w.current then [back-edge]

13: u := Roots.top()

14: while u.index > w.index do

15: [Couvreur’s variant: if u ∈ A then report cycle]

16: u := Roots.pop()

17: if Roots.top() = v then [remove completed SCC]

18: Roots.pop()

3.1.3 Kosaraju-Sharir algorithm

Kosaraju and Sharir [55] developed an SCC algorithm by performing two depth-first searches through the
graph. The algorithm, as shown in Algorithm 6, first performs a depth-first search to obtain the stack S of
all nodes (in post-order). Then, until S is empty and using the transposed edges of the graph (or similarly
by using pred instead of post) the SCC components are found. Note that this last procedure could also be
done in a breadth-first search manner.

Algorithm 6 Kosaraju-Sharir algorithm [55]

1: ∀v ∈ V : v.visited := False
2: S := ∅
3: procedure Kosaraju-Sharir(G)

4: for each v ∈ V do

5: if v 6∈ S then

6: DFS-post-order(v)

7: while S 6= ∅ do

8: v := S.pop()

9: if ¬v.visited then DFS-Reverse(v)

10: procedure DFS-post-order(v)

11: v.visited = True

12: for each w ∈ post(v) do

13: if ¬w.visited then DFS-post-order(w)

14: S.push(v)

15: procedure DFS-Reverse(v)

16: v.visited = False [re-using the visited flag]

17: for each w ∈ pred(v) do

18: if w.visited then DFS-Reverse(w)

Even though the Kosaraju-Sharir algorithm also runs in linear time, O(|V|+ |E|) with O(|V|) space, and
it is often regarded as easier to understand, Tarjan’s algorithm is often preferred as it traverses the graph
only once. Besides this, the algorithm requires the ability to use the pred call, i.e. any means to transpose
edges in a graph. As this requirement is not coherent with the on-the-fly definition, it will not be possible
to use this algorithm for on-the-fly SCC decomposition.
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3.1.4 Set-based algorithms

Purdom’s algorithm In 1970, Purdom [50] proposed an algorithm for computing the transitive closure
of a graph (finding all reachable vertices from each vertex). The algorithm searches for SCCs (which is
referred to as path equivalence) in the graph and replaces these by single nodes. This replacement procedure
continues until the graph is acyclic. Afterwards, the transitive closure is calculated. The outline for the
technique of finding SCCs is described in Algorithm 7. For a given vertex, the algorithm applies a DFS by
keeping track of a stack with visited vertices. In case a vertex v is found that is already on the stack, a cycle
has been found (that consists of all vertices from v to the top of the stack). All vertices from the top of the
stack are removed until v is on top of the stack. With the removal of vertices, all incoming and outgoing
edges are appended to the successors and predecessors of v. Moreover, the removed vertices are stored in a
list for the equivalence class (which we represented with set in the algorithm). As a result, the SCCs are
computed and stored. Purdom’s algorithm runs in O(|V|2) time. This section is π!

Algorithm 7 Purdom’s algorithm [50] for finding SCCs (based on descriptions from [19] and [50])

1: ∀v ∈ V : set(v) := {v}, v.visited := False
2: S := {v0}
3: procedure Purdom(v)

4: v.visited := True

5: for each w ∈ post(v) do

6: if ¬w.visited then S.push(w) [unvisited state]

7: else [back-edge]

8: while S.top() 6= w do

9: t := S.pop()

10: set(w) := set(w) ∪ set(t)

11: post(w) := post(w) ∪ post(t) [merge successors]

12: Purdom(w)

13: if S.top() = v then S.pop()

Munro’s algorithm Munro [45] optimized Purdom’s work in 1971 by using a more efficient data structure
for merging the vertices. Instead of using a adjacency matrix (which was used by Purdom) for representing
the edges, Munro notes the use of adjacency lists. This structure is combined with a similar algorithm as
Purdom’s. However, the modification of edges is done more efficiently by appending the successor lists to the
‘supernode’ of the SCC. This reduced the complexity for a set-based SCC algorithm to O(|E|+ |V| log |V|).

Gabow’s algorithm The algorithms proposed by Purdom [50] and Munro [45] form the basis for the
set-based algorithm. The general notion is to perform a DFS to traverse the graph, and by contracting
cycles to single vertices when a back-edge is found (an edge to a previously visited vertex). The main point
of interest is to construct an efficient manner for contracting cycles. Munro’s technique applies the general
notion of disjoint-set merging. Hopcroft and Ullman [29] designed an efficient Union-Find algorithm, for
which merge (or Union) operations could improve the algorithm to perform almost linearly (more on the
underlying technique can be found in Section 2.3.2). Gabow’s algorithm [19] is presented in Algorithm 8.
An important difference between this algorithm compared to the ones from Purdom and Munro is that
vertices are not strictly contracted anymore. All visited vertices are stored in the Union-Find structure,
thus by checking existence in said structure vertices are prevented from being visited again (lines 7-8). This
omits the requirement of removing edges or vertices from the graph. By using an extra dead state, the
algorithm is able to distinguish partial SCCs from fully explored ones (which are referred to as dead SCCs).
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Algorithm 8 Gabow’s algorithm [19] (as presented in [52])

1: ∀v ∈ V : uf[v] := null
2: S := ∅
3: procedure Gabow(v)

4: MakeSet(v)

5: S.push(v)

6: for each w ∈ post(v) do

7: w′ := Find(w)

8: if w′ = null then [unvisited state]

9: Gabow(w)

10: else if ¬SameSet(w′,dead) then [back-edge]

11: while S.top() 6= w′ do

12: Union(S.pop(), w′)
13: if S.top() = v then [remove completed SCC]

14: Union(v,dead)

15: S.pop()

Note that this algorithm requires only one search through the graph, due to the underlying DFS nature
using stack S. Since a vertex can be removed only once, the number of Union calls (which merges vertices)
is limited by the number of vertices. Also, the number of times the Find operation is applied at line 7 is at
most the number of edges in the graph. Because of this, the total run time for the algorithm, when applying
an efficient Union-Find algorithm [29] (and considering its amortized complexity), is ‘almost’ linear time
(the time used for an operation on the Union-Find structure is bounded by inverse Ackermann function).
For all practical purposes, we assume that the complexity is O(|E|+ |V|).

3.2 Parallel fixed-point algorithms

3.2.1 Forward-Backward algorithm

The first (and regarded as most basic) parallel algorithm for finding SCCs was discovered by Fleischer et
al. [18]. This algorithm is known as either the divide-and-conquer strong components (DCSC) or forward-
backward (FB) algorithm. The algorithm, as shown in Algorithm 9, starts off by selecting a pivot vertice
from the graph. It will then compute the set of vertices that are reachable from the pivot (the forward slice,
as denoted by FWD) and the set of vertices that can reach the pivot (the backward slice, or BWD). The
intersection of the two slices form an SCC and the three remaining subsets of vertices are considered in future
iterations (see lines 8-10). Because these subsets are strictly disjoint, they can be treated in parallel. The
complexity for the FB algorithm is O(|V| ·(|V|+ |E|)), while its expected running time is O(|E| · log(|V|)) [18].

OWCTY algorithm A leading trivial component (LT) is a trivial component (an SCC consisting of a
single vertex, with no self-loop) that has no incoming edges. Similarly, a terminal trivial component (TT) is
a trivial component with no outgoing edges. A technique called One-Way-Catch-Them-Young (OWCTY) [17]
is designed to remove such components from the graph. On the removal of these components, new LTs or
TTs may arise. Therefore, the same method is applied recursively (until no trivial components can be
removed anymore).

The combination of FB and OWCTY showed an overall improvement [44, 8, 32]. The idea of this
variation is to apply OWCTY before the pivot selection, to remove a number of trivial components. Due
to the recursive calls of the underlying FB algorithm, even more trivial components get removed. The
complexity for this combination remains the same compared to FB.
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Algorithm 9 Forward-Backward algorithm [18]

1: procedure FB(V)
2: if V 6= ∅ then

3: p := Pivot(V)

4: F := FWD(p,V)

5: B := BWD(p,V)

6: [F ∩B is an SCC]

7: do in parallel

8: FB(F \ B)

9: FB(B \ F )

10: FB(V \ (F ∪B))

3.2.2 OBF algorithm

The OWCTY-BWD-FWD (OBF) algorithm [7, 5, 6] is based on the technique of subdividing the graph in
a number of independent sub-graphs. As shown in Algorithm 10, it identifies and treats slices as follows:

O Remove leading trivial components (with OWCTY, line 4).

B Compute the backward slice from the vertices reached in the O-step, this defines a slice B (see line 6).

F The FB algorithm is applied on slice B in parallel. The successors of B are used as ‘seeds’ for the next
iteration (see line 9).

Note that while the algorithm starts from an initial vertex, it is not considered to be on-the-fly since
determining the backward slice (BWD) is not possible in an on-the-fly algorithm. The algorithm has been
improved by also starting parallel procedures within the found chunks [5, 6]. The time complexity for this
algorithm is O(|V| · (|V|+ |E|)); the same as for FB.

Algorithm 10 OBF algorithm [6]

1: procedure OBF(V, v0)

2: Seeds := {v0}
3: while V 6= ∅ do

4: Eliminated,Reached := OWCTY(Seeds,V)

5: V := V \ Eliminated
6: B := BWD(Reached,V)

7: do in parallel

8: FB(B)

9: Seeds := FWD(B,V)

10: V := V \ B

3.2.3 Other fixed-point algorithms

Colouring/Heads-off (CH) algorithm The Colouring/Heads-off (CH) algorithm [46] starts by assigning
a unique colour (number) to each vertex. For each vertex, the colours are propagated to successors with a
lower colour. This process continues until every successor has either the same, or a higher colour. Because
every vertex of an SCC must have the same colour, edges between two different colours can be removed.
The resulting disconnected subgraphs can be identified in parallel. In each subgraph the vertex which kept
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its initial colour is chosen as a pivot. The backward slice from this pivot then identifies an SCC. This SCC
is removed and the algorithm is recursively applied on the remaining subgraphs. The time complexity for
this algorithm is O(|V| · |E|)

We observed that a similar algorithm has been recent designed [41] for the Pregel [42] system. In this
system, vertices are distributed over the workers and information is transfered via message-passing between
vertices.

Hong’s algorithm Hong et al. [28] adapted the FB algorithm due to its limited performance on small-
world graph [62] instances. The algorithm uses a parallel breadth-first search (BFS) to find the forward
and backward slice from the initial vertex. In small-world graphs, this means that this method will likely
find a large SCC. This SCC is then removed from the graph and all subgraphs are identified by applying
a weakly-connected component (WCC) algorithm. These subgraphs are then tested for one- and two-sized
SCC components. The remaining components are decomposed using the standard FB algorithm. Its time
complexity remains the same as for FB.

Multistep algorithm The Multistep algorithm [56] is based on observations from previous algorithms,
aiming to combine the advantages and to minimize the drawbacks. It starts with a trimming procedure;
one iteration of OWCTY. Then, it aims to find a large SCC by applying the parallel FB algorithm on the
vertex with the most incoming and outgoing edges (similar to Hong’s algorithm [28]). The found SCC is
then removed and the CH algorithm is applied on the remaining sub-graphs. The algorithm uses Tarjan’s
algorithm for computing the remaining SCCs. Experimental evaluations (in particular on small-world graphs)
suggest that this algorithm is arguably the best performing algorithm on a multi-core system. The time
complexity is bounded to those of the used algorithms, therefore a quadratic worst-case complexity prevails.

GPU algorithms Algorithms for GPUs and many-core architectures are designed specifically with par-
allelization in mind. Efficient implementations [3, 38, 63] make use of the FB algorithm (while OBF and
CH are also considered in [3]). In the forwards- and backwards search phases, GPU algorithms make use of
parallel BFS to efficiently distribute the work. For these implementations, techniques designed specifically
for GPUs should be adopted as the architecture is significantly different [38].

3.3 Parallel DFS-based algorithms

We observed in Section 2.4 that depth-first search has been proven to not scale well on multiple processors.
However, by spawning multiple instances of a depth-first search, even if they do not share information,
DFS-based algorithms could still benefit from parallelization [27, 15, 40].

3.3.1 Nested depth-first search

Nested depth-first search (Ndfs) is an on-the-fly model checking algorithm for the purpose of finding accepting
cycles [12]. It starts with a DFS to find accepting states. If an accepting state is found, a second, nested, DFS
is started to find a cycle that includes the accepting state. The Ndfs algorithm can be found in Algorithm 11.
Here, dfsBlue searches for accepting states (during backtracking) and the dfsRed procedure tries to find
a cycle. Note that it is sufficient for dfsRed to find a vertex with a cyan colour (line 7), since every such
state can reach the accepting state.

Note that the linear time complexity of the algorithm depends on the DFS property. It is important that
the dfsBlue sorts accepting states in DFS post-order. A nested search should not need to revisit states
visited by a previous nested search because of this property (hence the check for ¬w.red in line 8).

The parallelization of Ndfs origins in swarm verification [27]. This technique consists of running mul-
tiple, unsynchronized, instances of Ndfs simultaneously. Here, successor vertices are chosen randomly to
increase the likelihood of finding an accepting cycle quickly. Note that, because there is no information
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Algorithm 11 Nested depth-first search (Ndfs) [12], as presented in [15]

1: ∀v ∈ V : v.cyan := v.blue := v.red := False
2: procedure Ndfs()

3: dfsBlue(v0)

4: procedure dfsRed(v)

5: v.red := True

6: for each w ∈ post(v) do

7: if w.cyan then report cycle

8: else if ¬w.red then dfsRed(w)

9: procedure dfsBlue(v)

10: v.cyan := True

11: for each w ∈ post(v) do

12: if ¬w.blue then

13: dfsBlue(w)

14: if v ∈ A then dfsRed(v)

15: v.cyan := False

16: v.blue := True

shared between threads, this technique fails to improve Ndfs in case the graph contains no accepting cycle
(every thread will then explore the complete graph).

Two techniques were proposed to combine swarm verification with some means of synchronization.
First, the LNdfs algorithm [36] updates the colouring of red vertices globally (so each thread gains this
information), the other colours are local for each worker. Unlike the original Ndfs algorithm, the red colour
is now updated in post-order, by using an extra pink colour similar to cyan. As a result, this technique
prunes the search space. However, a synchronization step is applied to remain correct and the scalability
might suffer on graphs with few accepting states.

Second, the ENdfs algorithm [16] shares both the red and blue colour globally. Here, dfsRed is also
post-order by using an extra pink colour. This technique marks accepting vertices dangerous if these states
possibly do not preserve the post-order nature. To ‘repair’ this, a sequential Ndfs phase is used to double-
check the vertice. Moreover, to remain correct, the vertices found by dfsRed are marked red after this search
is complete, by maintaining thread-local sets of red states. While this algorithm provides better scalability
from the start (due to sharing of multiple colours), the repair phase could hamper the process by possibly
introducing duplicate work.

Experimental comparison between the two algorithms [37] led to believe that a both algorithms could
complement each other. The CNdfs algorithm [15, 35] (as an improvement to an earlier attempt [37]) was
designed to combine LNdfs and ENdfs. In this algorithm, the synchronization method from LNdfs is
used (by waiting for instances of dfsRed to finish) to take away the need for a sequential repair procedure.
Experiments [15] show that CNdfs is currently the fastest LTL model checking algorithm in practice. In
terms of complexity, all of the Ndfs-based algorithms perform in linear time.

3.3.2 Lowe’s algorithm

Lowe [40] presents a variation to Tarjan’s algorithm that utilizes multiple processors to achieve significant
speed-ups compared to the sequential version. We present this algorithm in Algorithm 12 (Lowe presents an
iterative version; we rewrote this to a recursive one). We refer to Algorithm 4 to compare it with Tarjan’s
algorithm. The algorithm is based on simultaneously running multiple synchronized instances of Tarjan’s
algorithm, each starting from a distinct vertex. Each search maintains its own stack. The index and lowlink
of the vertices are shared globally over all workers, as well as the Suspended map. Moreover, vertices are
globally marked as either unseen, live, or dead.

Initially, all vertices are marked unseen. A search marks a vertex v with live if it finds v, and v.status =
unseen holds previously (Line 23). A vertex v is marked dead if the search has completed exploring the
SCC containing v (Line 19). Whenever a search p encounters a vertex v that is marked with live by another
worker (hence v 6∈ Sp), it suspends the search until the vertex is marked dead (Line 14). This way, a vertex
can only be in the stack of at most one search. A so-called blocking cycle can arise from this, in which each
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Algorithm 12 Lowe’s algorithm [40] (presented recursively)

1: ∀v ∈ V : v.status := unseen; v.index := v.lowlink := 0
2: counterp := 0
3: Sp := Suspended := ∅
4: procedure Lowep(v)

5: addNode(v)

6: Sp.push(v)

7: for each w ∈ post(v) do

8: if w.index = 0 then [unvisited state]

9: Lowep(w)

10: v.lowlink := min(v.lowlink,w.lowlink)

11: else if w ∈ Sp then [back-edge]

12: v.lowlink := min(v.lowlink,w.index)

13: else if w.status 6= dead then

14: Suspend(v, w, p) [Wait until w.status = dead]

15: if v.lowlink = v.index then [remove completed SCC]

16: w := Sp.pop()

17: while w.index ≥ v.index do

18: w := Sp.pop()

19: w.status := dead [unblocks all searches waiting for w]

20: procedure addNodep(v)

21: counter := counter + 1

22: v.lowlink := v.index := counter

23: v.status := live

24: Sp.push(v)
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worker waits on another to finish exploring a vertex. To overcome this problem, the relevant vertices of those
searches are transferred to a single search as explained below.

The blocked searches are recorded in a Suspended map. The search trace, ending in a vertex v, is stored
along with the successor vertex, w, that caused the block. A blocking cycle is detected by checking whether
the suspended map contains a path from w to v. If this is the case, the vertices are transferred to a single
search and the normal procedure can be resumed. An additional note is that no two concurrent attempts
may take place to detect blocking cycles (hence the check for blocking cycles takes place in a synchronized
environment). We refer to Algorithm 13 for an interpretation on this Suspend procedure. Note that if a
search is suspended, the algorithm spawns a new search for the waiting worker to continue on. This way, a
worker does not have to wait for others and remains able to ‘contribute’ to the SCC exploration.

Algorithm 13 Abstract interpretation for the Suspend procedure in Lowe’s algorithm

1: procedure Suspend(v, w, p)

2: block := w.search ∈ Suspended [check if we have a blocking cycle]

3: if block then

4: search Sq for every worker q that is part of the blocking cycle [until we obtain the path w →∗ v]

5: by recursively checking for which worker and state q is waiting

6: and push all these states on Sp (with updated index and lowlink values)

7: continue exploring the SCC

8: else

9: Suspended := Suspended ∪ {p} [store the search in the suspended map]

10: while w.status 6= dead do

11: [Wait until another worker sets w.status = dead]

12: Suspended := Suspended \ {p} [remove the search from the suspended map]

Experimental evaluation shows a three- to four-fold speedup on an eight-core machine, compared to
the sequential Tarjan’s algorithm. Note that these experiments were performed by using the algorithm
in an offline configuration; it remains unknown whether these speedups hold when performed on-the-fly.
Unfortunately we were not able to get the implementation for Lowe’s algorithm working in our environment
to test this for ourselves.

From the experiments that Lowe performed [40], we found that almost none of the examples contained
large SCCs. Lowe provides an explanation for the result of one example containing a large SCC (for which
the performance is worse compared to a sequential algorithm), which we cited as follows:

“This graph has a large SCC, accounting for over 70% of the states. The concurrent algorithms for
SCCs and loops consider the nodes of this SCC sequentially and so (because the concurrent algorithms
are inevitably more complex) are somewhat slower than the sequential algorithms.”

Experiments on randomly generated graphs show similar results (the algorithm’s performance drops sig-
nificantly when increasing the inter-connectivity of the graph). We therefore assume that the communication
mechanism used in Lowe’s algorithm to communicate partially discovered SCCs is inefficient.1 The worst-
case complexity of the algorithm is shown to be O(|V|2 + |E|). The reason for this quadratic complexity (as
opposed to the linear one from Tarjan’s algorithm) is because of the cost of transferring vertices from one
search to another [40].

3.3.3 Renault’s algorithm

Renault has recently presented a new multi-core algorithm for detecting accepting cycles [53] by constructing
SCCs. This algorithm is based on the swarm principle [27] discussed in Section 3.3.1. The key aspect of

1We have not been able to implement Lowe’s algorithm nor did we succeed in performing our own experiments.
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Renault’s algorithm is that it communicates information about completely explored SCCs over the workers.
Renault’s algorithm (see Algorithm 14 for a recursive version) combines Tarjan’s algorithm with a

parallel Union-Find structure to store information about SCCs. For accepting cycle detection, an accep-
tance flag is combined in the Union-Find structure. Every time that a Union operation takes place, this
acceptance flag is propagated to the representative of the set. We refer to Renault as an SCC algorithm
for the remainder of this thesis.

We observe in the algorithm that the communication takes effect in Line 10. This causes a worker to
not re-explore an already completed SCC. Note that otherwise, the algorithm performs similar to Tarjan’s
algorithm. We observed that in case the graph consists of one large SCC of size |V|, there is no communication
possible for the SCC algorithm (note that the algorithm may still benefit from multiple workers when
detecting accepting cycles - due to the propagation of the acceptance flag). The complexity of the algorithm
is quasi-linearly bounded by O(P · (|V |+ |E|)), where each worker has the same complexity as for Tarjan’s
algorithm (and operations on the Union-Find structure take place in quasi-constant time).

Algorithm 14 Renault’s algorithm [53] (presented recursively)

1: ∀v ∈ V : v.indexp := v.lowlinkp := 0
2: counterp := 0
3: Sp := ∅
4: procedure Renaultp(v)

5: MakeSet(v)

6: counter := counter + 1

7: v.lowlinkp := v.indexp := counter

8: Sp.push(v)

9: for each w ∈ post(v) do

10: if SameSet(w,dead) then continue

11: else if w.indexp = 0 then [unvisited state]

12: Renault(w)

13: v.lowlinkp := min(v.lowlinkp, w.lowlinkp)

14: if w.lowlinkp ≤ v.indexp then

15: Union(v, w)

16: [accepting cycle: if v ∈ A then report cycle]

17: else if w ∈ Sp then [back-edge]

18: [accepting cycle: if v ∈ A then report cycle]

19: v.lowlinkp := min(v.lowlinkp, w.indexp)

20: if v.lowlinkp = v.indexp then [remove completed SCC]

21: Union(v,dead) [globally mark the SCC dead]

22: w := Sp.pop()

23: while w.indexp ≥ v.indexp do

24: w := Sp.pop()

Previous work has been observed that focused on the same principles [23, 39]. However, these algorithms
performed the communication procedure inefficiently, thereby causing a quadratic complexity. Renault
provided two algorithms: one based on Dijkstra’s algorithm and one based on Tarjan’s algorithm. For
the detection of accepting cycles, a combination of the two is used (by dividing the workers over both
algorithms). This allowed the algorithm to benefit from the advantages of both techniques.
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3.4 Conclusion

To summarize the discussed material, we refer to Table 3.1. Each of the discussed SCC and accepting cycle
algorithms are briefly presented in the table. A small description is given as well as the worst-case complexity
for the algorithms.

Table 3.1: Comparison of SCC algorithms.

Algorithm Type Parallel On-the-fly Complexity Description

Sequential DFS-based algorithms

Tarjan [57] SCC × X O(|V|) Basic one-pass algorithm

Geldenhuys-Valmari [22] SCC∗ × X O(|V|) Early cycle termination

Dijkstra [14] SCC × X O(|V|) Uses stack of root candidates

Couvreur [13] SCC∗ × X O(|V|) Combines Dijkstra with LTL
Kosaraju-Sharir [55] SCC × × O(|V|) Basic two-pass algorithm

Purdom [50] SCC × X O(|V|2) Basic set-based algorithm

Munro [45] SCC × X O(|V| log |V|) Improved Purdom’s work

Gabow [19] SCC × X O(|V|+) Set-based with Union-Find

Parallel fixed-point algorithms

FB [18] SCC X × O(|V|2) Basic divide-and-conquer algorithm

FB+OWCTY [44] SCC∗ X × O(|V|2) Early removal of trival components

OBF [6] SCC X × O(|V|2) Partitions graph in sub-graph slices

CH [46] SCC X × O(|V|2) Propagates colours to identify sub-graphs

Hong [28] SCC X × O(|V|2) Removes large SCC, then CCs + FB

Multistep [56] SCC X × O(|V|2) Removes large SCC, then CH + Tarjan

Parallel DFS algorithms

LNdfs [36] LTL X X O(P · |V|) Shares red states + synchronization

ENdfs [16] LTL X X O(P · |V|) Shares red and blue states + repair phase

CNdfs [15] LTL X X O(P · |V|) Combines LNdfs and ENdfs

Lowe [40] SCC∗ X X O(|V|2) Multiple Tarjan’s + synchronization

Renault [53] SCC∗ X X O(P · |V|+) Multiple Tarjan’s + dead communication

∗ These algorithms are based on SCC discovery, but also propose means to extract an accepting cycle.
+ Due to the Union-Find structure, the complexity is multiplied with the (pracitcally constant) inverse Ackermann function.

An observation from recent SCC algorithms (Hong [28] and Multistep [56]) is that these all consider
small-world graphs. The designs of the algorithms aim to efficiently deal with the (potentially) large SCC
in these types of graphs. Furthermore, the approach from Renault suggests that a parallel Union-Find
structure may remain efficient.

Another observation is that both of the parallel on-the-fly algorithms rely on holding a single worker
responsible for discovering a complete SCC. Therefore, if a graph contains a relatively large (to the number
of vertices) SCC, the scalability is limited for these algorithms.

By combining these two observations, we acquire the main motivation for desigining a new algorithm.
Namely, that it remains unknown from the literature whether or not it is possible to construct an efficient
scalable parallel algorithm which communicates partially discovered SCCs.
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Chapter 4

Naive Approach

This chapter presents the design of a naive Union-Find based parallel SCC algorithm. First, we show
how multiple workers can aid each other while discovering an SCC. We then consider global properties that
should remain valid throughout the algorithm. Then, we propose a technique to combine the worker’s search
paths globally. We discuss the complications that arise for a strict DFS-based approach and propose means
to mitigate these.

4.1 Communication of partially discovered SCCs

The aim for our design is to let multiple workers aid each other while exploring an SCC. The strategy for this
is best explained by an example. Figure 4.1 shows a particular scenario in which two workers can explore
an SCC more efficiently compared to a sequential version. Assume that a blue worker has searched the
path a → b → c → d → a and thus finds the cycle containing states a, b, c, d. Assume that a red worker
has explored a → e → f → e and finds the cycle containing states e and f . This situation is depicted in
the figure by the marked regions. Now, assume that the red worker continues searching from state f . It
encounters the edge from f to c. Assuming that no information is communicated, the red worker will have
to explore f → c → d → a to find the cycle a, e, f, c, d, a. However, the blue worker knows that c is part of
the same SCC as a (hence c→∗ a). If communicated properly, the red worker can derive that f → c implies
f →∗ a. Since a is part of the red worker’s search path, the cycle a→ e→ f →∗ a is formed. Finally, the red
worker can add states e and f to the ‘blue’ SCC (a, b, c, d), resulting in the completed SCC: {a, b, c, d, e, f}.

a b c

d

e f

Figure 4.1: Example depicting the advantage of communicating partially discovered SCCs.
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We base the design on set-based algorithms (see Section 3.1.4). The idea is to globally contract cycles to
‘supernodes’. Algorithm 15 provides an abstract interpretation for the algorithm.

Algorithm 15 Parallelized (abstract) set-based algorithm

1: ∀v ∈ V : set(v) := {v}
2: Sp := {v0}
3: procedure ParSetBasedp(v)

4: for each w ∈ post(v) do [all successors of set(v)]

5: if ∀w′ ∈ set(w) : w′ 6∈ Sp then Sp.push(w) [unvisited state]

6: else [back-edge]

7: while Sp.top() 6= set(w) do

8: t := Sp.pop()

9: set(w) := set(w) ∪ set(t) [merge states globally]

10: post(w) := post(w) ∪ post(t) [merge successors globally]

11: ParSetBasedp(w)

12: if Sp.top() = v then Sp.pop()

Here, multiple workers perform a DFS over the states. If a back-edge is found, the complete cycle is
globally merged to a single state (Lines 9-10). In the example of Figure 4.1 we would have two supernodes,
with set(a) = set(b) = set(c) = set(d) = {a, b, c, d} and set(e) = set(f) = {e, f}. The communication
aspect is used in Lines 5 and 6. Here, we check if set(w) contains any state that is part of Sp. If this is
the case, a cycle is found. In the example of Figure 4.1 we have from f → c, a ∈ Sred and a ∈ set(c) that
f → c→∗ a→∗ f is a cycle.

4.2 Parallelizing a set-based approach

The basis for the algorithm is to share knowledge between workers about partially discovered SCCs. By
focusing on a shared Union-Find structure for storing SCCs, we consider it possible to attain this without
much overhead. The reason for this is because a Union-Find structure is able to combine two sets of
arbitrary size in amortized quasi-constant time (see Section 2.3.2). The design for our initial algorithm is
based on spawning multiple DFS instances and allow them to explore the same vertices. For the design of
the algorithm, we use Invariants 4.1 and 4.2.

Considering the Union-Find structure from a notational aspect, we refer to a Union-Find set containing
state v as uf[v]. If state w is also part of this set, we denote this as either SameSet(v, w), w ∈ uf[v],
v ∈ uf[w]. Here, uf[v] = uf[w] = {v, w}. When we state a property from explicitly the uf entry for v, we
denote this as uf[v].property (for instance, uf[v].parent = w).

Invariant 4.1. After the algorithm finishes, the uf sets represent all reachable SCCs.

Corollary 4.1. All states in the uf sets must be strongly connected. For every state in the Union-Find
structure, we must preserve the property of strong connectivity inside each uf set at all times. Thus we have
∀v, w : v ∈ uf[w] =⇒ v →∗ w →∗ v.

Proof. Assume by contradiction that for some v and w we have v ∈ uf[w] and v 6→∗ w ∨ w 6→∗ v. From
the preliminaries on the Union-Find structure (Section 2.3.2), we observe that it is not possible to remove
an element from a uf set. Therefore, once the strong connectivity property fails for a particular uf set, this
will remain the case after the algorithm finishes and Invariant 4.1 fails as a result. Hence, if we use the uf
sets to store SCCs, they must obey the strong connectivity property at all times.
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In our design we adopt the observation from Renault regarding the communication on dead SCCs. We
say that a state may be marked dead if has been fully explored (including its successors). We imply that a
dead state only has dead successors, including the SCC containing the dead state. If a state has not been
visited by any worker, the state is marked unseen. If otherwise, a state is neither dead nor unseen, we
have that the state is marked live.

Invariant 4.2. A dead uf set implies a (maximal) SCC.

Corollary 4.2. dead uf sets cannot be extended.

Proof. If we assume that for some v, uf[v] is dead and we unite uf[v] with some t 6∈ uf[v], then Invariant 4.2
fails as it contradicts with the maximality aspect of SCCs (see Definition 2.8). Therefore, dead uf sets cannot
be extended.

When traversing the graph, we consider possible cases for when worker p encounters the edge v → w:

1. w is globally unseen. Here, we cannot gain knowledge from other workers as there is none.

2. w is part of the worker’s (local) search stack. Here, we encounter a back-edge (and thus a cycle) to a
state which worker p has previously visited; we can unite all states on this path and report this cycle
globally.

3. w is globally marked dead. There is a worker that has completely explored the SCC containing w
(assuming that we ensure this with the notion of dead states), therefore we can ignore every successor
that is marked dead.

4. w has been visited by some worker q 6= p. Here, we can distinguish two possible sub-cases:

(a) ∃t ∈ uf[w] : t is on the worker’s local search stack. Here, we observe an indirect cycle, namely:
v → w →∗ t→∗ v. Therefore, we can unite all states on this path and report this cycle globally.
This particular case forms the basis for our design with regard to information sharing on partially
discovered SCCs.

(b) ∀t ∈ uf[w] : t is not on the worker’s local search stack. Here, it might or might not be possible
that v and w lie on the same cycle; we cannot derive global properties from this.

4.3 Introducing Pset

Concerning the analysis from the previous section, we developed a method to answer the following question:

Given v → w for worker p, if w is neither part of a dead SCC nor part of the search stack for worker
p, can we detect if there is some state t ∈ uf[w] for which t is part of the search stack for worker p?

We cannot lookup the representatives on local stacks in constant time. One could argue that it
is possible if each worker keeps track of the representative for each uf set. If this is the case, the answer will
then be provided by performing the check if Find(w) is in the search stack.

We state that it is not possible to keep the representatives for each uf set on the local stacks for the
workers. The reason being that any worker is able to update this uf set, with the implication that the
representative might change. We show this with an example:

Assume that we have uf[v] = {v} for a state v on the local stack for worker p. Assume that for worker
q 6= p we have uf[w] = {w}, where w is on the local stack for worker q. Suppose that any worker unites
the states v and w, we obtain uf[v] = uf[w] = {v, w}. The representative for this set can either be v or w.
Assuming w.l.o.g. that the representative for this set is w, we have that the local stack of p does not contain
the representative for uf[v] anymore.
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v

parent = v
rank = 0
status = live
Pset = {p1, p5}

w

parent = w
rank = 0
status = live
Pset = {p1, p2}

Union(v, w)
=⇒

v

parent = v
rank = 1
status = live
Pset = {p1, p2, p5}

w

parent = v
rank = 0
status = live
Pset = {p1, p2}

uf[v] uf[w] uf[v] uf[w]

Figure 4.2: Example on how a state’s Pset is updated after a Union call.

Extending the Union-Find structure with a worker set. We propose to maintain a global set for
each state in the uf set, in which we store all worker identifiers (IDs) that have visited this state. We refer
to this set by Pset. Whenever a Union procedure is executed for two states v and w, we take the set-
theoretical union for their Pset’s and store this as the Pset for the representative. Thus, for Union(v, w)
we have, w.l.o.g. that if v is the representative in the uf set: v.Pset := v.Pset ∪ w.Pset. We refer to
Figure 4.2 for an example. By propagating all worker IDs to the representative of the uf set, we ensure that
all workers that have visited any state in this set have their worker ID in the Pset of the representative.

As a result of using this Pset, we can obtain which workers have visited any state in a uf set. With respect
to the the stated question, we can detect if worker p has visited some t ∈ uf[w] with p ∈ uf[Find(w)].Pset.
We state this in Invariant 4.3 (where Sp denotes the search path for worker p). As a result, the algorithm is
based on Proposition 4.3. The idea behind this proposition is that some (other) worker q has detected the
cycle w →∗ u →∗ w where w 6∈ Sp and u ∈ Sp. We state that worker q must assure that state w is fully
explored. From a notational aspect, we also denote uf[Find(w)].Pset with Pset(w).

Invariant 4.3. If some worker p discovers the edge v → w , for w 6∈ Sp and ¬IsDead(w), we have that
p ∈ Pset(w) =⇒ w →∗ v.

Proposition 4.3. If worker p discovers the cycle v → w →∗ v (and w 6∈ Sp) from the implication of
Invariant 4.3, worker p does not have to explicitly explore state w. We obtain from the invariant that some
worker q 6= p is currently exploring state w. Assuming that worker q completely explores this state, hence
this should not be necessary for worker p. As a result, each worker may only need to explore a subset of all
reachable states.

Implementing the extended Union-Find structure Concerning the implementation of Pset, we can
achieve this with a bitset of size P (the total number of workers). By applying a bitwise OR on two Psets,
we obtain the union of both sets. In contrast to Renault’s and Gabow’s algorithm, we do not include an
artificial dead state for merging with completely explored SCCs. Instead, we keep track of a status field
that is either unseen, live, or dead. This way, we can more easily derive the SCCs when the algorithm is
finished. Algorithm 16 provides an overview on the design for the extended Union-Find structure.
We highlight some features of the extended Union-Find structure from Algorithm 16:

� All lines in the structure are assumed to be executed atomically. Note that this is not always possible
in practice (e.g. Line 34), however we conjecture that race-conditions remain prevented.

� The methods in the Union-Find structure are designed to be lockless. As discussed in [1] and briefly
touched in Section 2.3.2, we must consider the possibility that a Union operation can take place at
any time, thus the parent and Pset for a state may be updated after each line of the algorithm.

� In Lines 2 and 20, we make use of the Compare&Swap operation (denoted as cas) to respectively
update the status and parent for a state.

� We note that it is possible to combine Lines 20 and 21 to a single 128-bit cas instruction.
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� The Find method is implemented using path compression and the Union method applies weighing by
rank (see Section 2.3.2 for details).

� The AddWorker(x, p) procedure ensures that we have that p ∈ Pset(x), thus the worker ID p is
stored in the Pset for the representable for uf[x].

� The MarkDead(x) procedure sets the status for uf[x] (for the complete set) to dead. Note that it
is not possible to change this status afterwards.

We present our designed naive algorithm utilizing this extended Union-Find in the next section.

Algorithm 16 Extended lockless Union-Find structure for the naive approach (simplified)

1: procedure MakeSet(x)

2: cas(uf[x].status,unseen, live)

3: procedure Find(x)

4: if uf[x].parent 6= x then

5: uf[x].parent := Find(uf[x].parent)

6: return uf[x].parent

7: procedure SameSet(x, y)

8: xr := Find(x)

9: yr := Find(y)

10: if Find(xr) 6= xr ∨ Find(yr) 6= yr then

11: SameSet(xr, yr)

12: return xr = yr

13: procedure AddWorker(x, p)

14: while p 6∈ uf[Find(x)] do

15: xr := Find(x)

16: uf[xr].Pset := uf[xr].Pset ∪ {p}

17: procedure HasWorker(x, p)

18: return p ∈ uf[Find(x)].Pset

19: procedure UnionAux(x, y)

20: if cas(uf[y].parent, y, x) then

21: uf[x].Pset := uf[x].Pset ∪ uf[y].Pset

22: if Find(x) 6= x ∨ Find(y) 6= x then

23: UnionAux(Find(x),Find(y))

24: procedure Union(x, y)

25: xr := Find(x)

26: yr := Find(y)

27: if uf[xr].rank > uf[yr].rank then

28: UnionAux(xr, yr)

29: else

30: UnionAux(yr, xr)

31: if uf[xr].rank = uf[yr].rank then

32: uf[yr].rank := uf[yr].rank + 1

33: procedure MarkDead(x)

34: uf[Find(x)].status := dead

35: procedure IsDead(x)

36: return uf[Find(x)].status = dead

4.4 The algorithm and its complications

We designed a parallel Union-Find based SCC algorithm based on Proposition 4.3. The result is presented
in Algorithm 17. We explain the algorithm and discuss why the extra methods (Await, WaitDead,
FindDeadlock) are required for maintaining correctness.

In ParSCCp(v), at Line 6 the worker ID is stored in Pset(v). We observe from Line 7 that any state
from Sp contains p in its Pset. The successors for v are considered in Lines 8-12. We prohibit workers
from re-exploring dead SCCs in Line 9. Proposition 4.3 takes effect in Lines 10 and 11. Here, we apply the
notion Invariant 4.3 to check if the cycle v → w →∗ v has been globally observed (by any worker). If so, we
pop and unite states from Sp (in MergePath) until we encounter some state t ∈ uf[w] : t ∈ Sp as this is
inferred by the invariant. Similar to Dijkstra’s algorithm, we keep track of the root for the SCC. We call

31



the ParSCCp recursively in Line 12. This line is executed for any globally unseen state, and any state that
is not dead, and has not been visited by worker p, and has not (yet) been observed to be part of a cycle for
which some state is part of Sp.

Algorithm 17 A naive parallel SCC algorithm

1: ∀v ∈ V : uf[v].status := unseen
2: ∀i ∈ [1 . . .P] : Waiti := null
3: Sp := ∅
4: procedure ParSCCp(v)

5: MakeSet(v)

6: AddWorker(v, p)

7: Sp.push(v)

8: for w ∈ post(v) do

9: if IsDead(w) then continue

10: if HasWorker(w, p) then

11: MergePathp(w)

12: else ParSCCp(w)

13: if v = Sp.top() then

14: Sp.pop()

15: if Sp = ∅ then return

16: if IsDead(v) then return

17: else if ¬SameSet(v, Sp.top()) then

18: Wait[p] := v

19: Awaitp(v)

20: Wait[p] := null

21: precondition: ∃w ∈ uf[v] : w ∈ Sp

22: procedure MergePathp(v)

23: while ¬SameSet(v, Sp.top()) do

24: Union(v, Sp.pop())

25: procedure Awaitp(v)

26: do

27: FindDeadlockp(v)

28: WaitDeadp(v)

29: while ¬IsDead(v)∧¬SameSet(v, Sp.top())

30: procedure WaitDeadp(v)

31: for each i ∈ [0 . . . |Sp|] do [takes O(|V|) time]

32: if SameSet(v, Sp[i]) then

33: MergePathp(Sp[i])

34: return [SameSet(v, Sp.top())]

35: for each i ∈ [1 . . .P] do

36: if HasWorker(v, i) then

37: if Wait[i] 6∈ uf[v] then return

38: uf[Find(v)].Pset :\= {p} [remove worker]

39: while uf[Find(v)].Pset 6= ∅ ;

40: MarkDead(v)

41: procedure FindDeadlockp(v)

42: deadlock :=SearchCyclep(Wait, v)

43: for each w ∈ deadlock do

44: if HasWorker(w, p) then

45: Union(v, w)

46: MergePathp(w)

Waiting on other workers. When all successors are considered, the algorithm backtracks. We are only
interested in possible root candidates for SCCs, hence Line 13. In case the algorithm is executed sequentially,
this would be sufficient to mark the SCC as dead. However, due to Line 10, we may have omitted a part of
the SCC. Therefore, another worker may still be busy exploring the component. Since it is only possible to
discover completed SCCs bottom-up (that is, starting with terminal SCCs), we wait until all other workers
have finished exploring this SCC.1 We refer to Figure 4.3 for an example on why this otherwise could go
wrong.

In this example, the blue worker has explored the cycle c→ d→ c (thus uf[c] = {c, d}) and this worker
has backtracked to c. We assume that the blue worker halts for the time being. The red worker has explored
the path a→ b→ d. In state d, the red worker ignores successor d→ c (observe in Line 10, with the notion
that d = Sred.top). Now, the red worker observes no other successors from d and attempts to backtrack. If
we allow this, the red worker backtracks to state b. Here, the red worker (again) sees no other successors,
thus it backtracks again. Since Pset(b) = {b}, the red worker notices that it is the only worker in uf[b],

1Note that this may cause an uneven work spread amongst the workers. We hypothesize that it is an uncommon scenario.
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Figure 4.3: Example situation for explaining why a wait procedure is applied in Algorithm 17.

hence b gets marked dead. The problem is, that when the blue worker continues and explores the edge
c → b, it is unable to detect the cycle c → b → d → c as IsDead(b) holds. Therefore, we state that any
worker must wait with backtracking from an SCC C until all other workers in Pset(C) want to do the same.

This waiting procedure is implemented using a Wait array of size P. The table entries denote the states
from which each worker wants to backtrack. If we observe for an SCC C that ∀i ∈ Pset(C) : Wait[i] ∈ C
(see Lines 35-40 in the algorithm), all workers in Pset(C) are waiting thus every one of these workers may
safely backtrack.

Deadlock cycle of waiting workers. By applying the waiting procedure as discussed before, we observe
another issue. It may be possible for two (or more) workers to wait on each other, while they backtrack from
disjunct uf sets. Figure 4.4 exemplifies this problem.

Here, we have on the left picture that the red worker has detected the cycle b→ c→ b and the blue worker
has detected d → e → d. Thus, uf[b] = {b, c}, Pset(b) = {red}, uf[d] = {d, e}, and Pset(d) = {blue}.
Suppose that the blue worker explores d → b (and the red worker explores c → e) as shown in the right
picture. From state b, the blue worker ignores the edge b → c because c ∈ uf[Sblue.top]. Thus, the blue
worker sets Wait[blue] := b (Line 18) and waits on the red worker. The red worker, however, observes a
similar situation and ends up with Wait[red] := e while waiting for the blue worker. As uf[b] 6= uf[e] we
have a so-called deadlock cycle.

The FindDeadlock procedure (Line 42) is designed to detect such a deadlock cycle. Here, the
SearchCyclep method recursively searches over the Wait array in combination with their Psets to detect
a cycle. In the example it detects that the blue and red worker are waiting on each other. Lines 43-46 unite
this cycle.
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Figure 4.4: Example that shows how a deadlock cycle arises.

33



Reporting incomplete SCCs. A third problem in the algorithm is observed during the backtrack pro-
cedure. With the preventive measures taken from the previous issues, it remains possible for the algorithm
to wrongly report partially discovered SCCs as complete ones. This is best explained with the example
presented in Figure 4.5.
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Figure 4.5: Example that shows how an incomplete SCC can be marked dead.

Here, in the left picture the red worker has first explored the cycle a → c → e → a after which it
backtracked and continued exploring the path c → d → b. While the red worker halts for the time being,
the blue worker ignores a → c (because c ∈ uf[Sblue.top = a]) explores a → b → e as shown in the middle
picture. Here, the blue worker correctly unites state b with uf[a] as we have the cycle a → b → e → a.
The blue worker backtracks afterwards and waits in state a until the red worker has also finished exploring
the SCC. In the right picture, the red worker continues from state b and observes the edge b → e. Since
e ∈ uf[Sred.top = b], this edge is ignored. Now, we face the problem where the red worker has failed to
include d in uf[a]. The red worker attempts to backtrack out of uf[a] in which it succeeds since the blue
worker is also waiting. As a result, the partial SCC {a, b, c, e} is reported dead. As a side-effect, the red
worker now has the dead state a on its stack.

Unfortunately, for this problem we did not find an efficient solution. The assumed best approach is to
iterate over the complete stack to search if there is a gap in the SCC (and merge the states in this gap). This
is shown in Lines 31-34. However, this does consists of performing an O(|V|) operation on each backtrack.

4.5 Discussion

With all encountered problems being resolved, we conjecture that the algorithm is correct. Due to the
preventive measure from Lines 31-34, the algorithm has a quadratic complexity. A preliminary experimental
study shows that the algorithm is able to scale its performance for multiple workers. However, these results
vary significantly for different models. By using four workers, for one instance we observed a two-fold speedup
compared to Tarjan’s algorithm, while on another it resulted in a speedup of 0.17 (meaning that Tarjan’s
sequential algorithm performed almost 6 times faster). Due to this inconsistency and quadratic complexity
we investigated different means for parallel SCC decomposition. In Chapter 5 we discuss a new approach
that we observed to outperform this technique.
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Chapter 5

Improved Algorithm

This chapter presents the design of an improved Union-Find based parallel SCC algorithm (compared to
the one presented in Chapter 4). We first state an observation which forms the basis for the algorithm, and
how we apply this to our design. We present the resulting algorithm and provide a detailed design of the used
sub-procedures. Finally, we discuss the algorithm along with a correctness proof and complexity analysis.
For the final algorithm we refer to Algorithm 18 (the complete algorithm can be found in Appendix B).

5.1 Iterating over an SCC

In Chapter 4 we showed that we were not able to efficiently detect if an SCC has been fully explored. To
overcome this problem we make it possible to iterate over the states in the SCC, by extending the Union-
Find structure with a cyclic list (containing all states from the uf set). By removing fully explored states
from the list we can detect a fully explored SCC by checking if the list is empty. Using this strategy, we
propose a more efficient algorithm compared to the one presented in Chapter 4.

5.1.1 Necessary condition for reporting an SCC

We focus on the necessary condition for when an algorithm may report an SCC as fully explored (and prevent
a partial SCC from being reported). We first state Observation 5.1 and derive Observation 5.2 from this
notion. This observation is summarized in the GlobalDead and GlobalDone predicates (Predicates 5.2
and 5.1). If GlobalDead(v) is valid, then uf[v] can be reported as a completed SCC. In Section 5.1.2, we
improve the algorithm using these predicates.

Observation 5.1. Given an SCC C, for all states v ∈ C, we have that post(v) solely consists of vertices
that are contained in C or in SCCs which can be reached from C.

Proof. Assume that it is possible for some v ∈ C to have a successor w ∈ D, where D is an SCC that is not
reachable by C. This contradicts with the definition of reachability (Definition 2.6) since we have a finite
path from v to w and thus also from C to D. Therefore D must be reachable from C (or we have C = D)
and is the observation preserved.

Observation 5.2. If SCCs are discovered and reported dead in a bottom-up approach, it is sufficient for
an SCC C to be reported dead if for all states v ∈ C we have that post(v) solely consists of vertices that
are contained in C or point to a dead SCC.

Proof. From Observation 5.1 we obtain that all successors for some state v ∈ C point either to C, or to
a reachable SCC from C. Since SCCs are discovered in a bottom-up fashion, all reachable SCCs must be
completely explored before C. Therefore, all reachable SCCs from C are reported dead, which implies the
observation.
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Figure 5.1: Illustrative representation for the list mechanism.

Predicate 5.1 (GlobalDone). A state v ∈ V is called GlobalDone if ∀w ∈ post(v) : SameSet(v, w) ∨
IsDead(w).

Predicate 5.2 (GlobalDead). A state v ∈ V is called GlobalDead if ∀v′ ∈ uf[v] : GlobalDone(v′) holds.

5.1.2 Introducing a cyclic-linked list structure

In order to verify if the GlobalDead predicate is validated for some state v, we must assure the
GlobalDone predicate for every state in uf[v]. To realize this, we provide means for iterating over the
states in a uf set.

We extend the Union-Find structure from Algorithm 16 (which includes the Pset) with a cyclic singly-
linked list. Figure 5.1 presents an overview on how we intend the list mechanism. This list is used to
keep track of which states in the uf do not yet satisfy the GlobalDone predicate. Initially, we have
∀v ∈ V : List(v) := uf[v] := {v} since no states have been observed to be GlobalDone. When discovering
a cycle, the uf sets for these states are united. This should also be the case for their lists, hence we
introduce the Merge procedure that combines the Union procedure with a list merging technique. A list
item is removed if we can assure that Predicate 5.1 holds for the corresponding state. In case all states are
removed from the list, we can assure that the GlobalDead predicate is valid, thus we may report the SCC
as dead according to Observation 5.2. We redefine the notion for IsDead(v) to List(v) = ∅.

The main reasons for employing a list structure is that it is dynamically sized and that it can be imple-
mented directly on the Union-Find structure using only a list-next reference. We implement this list cyclic.
This origins from a practical point of view: if we want to verify if a list is empty, we must otherwise ensure
that we have a reference to the list head. Since the representative for a uf set may constantly change, it
is infeasible to keep track of the list head at a consistent place. We also considered keeping track of the
combined set of successors for each state in a uf set. However, this design relies on dynamic allocation of
these edges, which we observed to be inefficient for practical purposes. For the implementation we utilize
observations from the design of a (non-cyclic) lockless parallel linked-list structure [24]. Concretely, we have:
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Figure 5.2: Illustrative representations of the internal list merge (left) and list removal (right) processes.

� Efficient list merging. We achieve this by swapping the list-next references of two previously disjunct
lists. Figure 5.2 (left) provides an illustration on this procedure. We implemented this by locking the
list entries (in the figure: a and c) to assure that the list-next pointer are unchanged by other workers
during the swap process.

� Efficient list removal. We achieve this with a two-phase removal of a list item. A status variable is
set to a tombstone value once called for removal. A second pass (by any worker, while iterating the
list) updates the pointer referring to a tombstone entry to the next one. Figure 5.2 (right) gives an
illustration on how this process is achieved. It is important that all removed list entries remain pointing
towards the remainder of the list. Considering the example from Figure 5.2 (right), suppose that some
worker p is currently exploring state b. Another worker q has just explored b (thus GlobalDone(b)
is true) and removes it from the list. If the list entry for b does not point to the remainder of the list,
worker p may be unable to search for remaining unexplored states in uf[b].

� Efficient list iteration and GlobalDead detection. We allow multiple workers to iterate over a list at
the same time. By updating the entries pointing to tombstone states to their next list-next entries,
as we discussed in the previous point, the length of the cycle reduces for every discovered tombstone.
At some point, the cycle consists of a single tombstone entry which points to itself. If we encounter
this situation, we can conclude that the GlobalDead predicate is validated.
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5.2 The UF-SCC algorithm

The designed algorithm is presented in Algorithm 18 (the complete algorithm can be found in Appendix B).
As a working title, we refer to it as the UF-SCC algorithm. We show how this algorithm operates.

Algorithm 18 The UF-SCC algorithm

1: procedure UF-SCC-main(v0, P)
2: for each p ∈ [1 . . .P] do
3: MakeClaim(v0, p)
4: UF-SCC1(v0) ‖ . . . ‖ UF-SCCP(v0)

5: procedure UF-SCCp(v)
6: Dp.push(v) [start ‘new’ SCC]
7: while v′ := PickFromList(v) do
8: for each w ∈ post(v′) do
9: result := MakeClaim(w, p)

10: if result = claim dead then continue
11: else if result = claim success then
12: UF-SCCp(w) [recursively explore w]
13: else [result = claim found]
14: while ¬SameSet(Dp.top(), w) do
15: w′ := Dp.pop()
16: Merge(w′, Dp.top())
17: RemoveFromList(v′) [fully explored post(v′)]
18: if v = Dp.top() then Dp.pop() [remove completed SCC]

Lines 1 to 4 describe the initialization procedure for the algorithm. Here, we have that MakeClaim(v0, p)
is called for each worker p ∈ [1 . . .P]. The MakeClaim procedure is the combination of the MakeSet,
AddWorker, and HasWorker from Algorithm 16 (Section 5.3.1 discusses its implementation in detail).
As a post-condition for MakeClaim(v0, p) at Line 3 we obtain p ∈ Pset(v0). From this we assure that at
Line 4, each UF-SCCp procedure is called for v0 such that p ∈ Pset(v0) (Pset(v0) = {1, . . . ,P}).

In the UF-SCCp(v) procedure, at Line 6 we push state v on the stack Dp. At Line 7, we pick a state
from the list of v. By this we imply that v′ ∈ List(v) ⊆ uf[v]. In combination with Line 17, we ensure that
we never consider the same vertex twice and reduce |List(v)| in each step. From Corollary 4.1 we obtain
that v →∗ v′ and v′ →∗ v as states in the uf set must preserve the strong connectivity property.

For Lines 8-16 we consider each successor w for v′. The return value of the MakeClaim(w, p) call is
stored in the result variable, at Line 9. The specification for MakeClaim(w, p) ensures ¬IsDead(w) =⇒
p ∈ Pset(w) and we obtain the following for the result value:

result =

 claim dead ⇐⇒ IsDead(w)
claim success ⇐⇒ ¬IsDead(w) ∧ p 6∈ old(Pset(w))
claim found ⇐⇒ ¬IsDead(w) ∧ p ∈ old(Pset(w))

By interpreting this, we observe that at Line 10, we ignore w if it is part of a dead SCC. If we have
result = claim success, we have that 6 ∃t ∈ uf[w] : w ∈ Dp and thus we recursively explore w by calling
UF-SCCp(w) in Line 12. In case we have result = claim success, we acquired the knowledge that w
(possibly indirectly) forms a cycle with v (see also Invariant 4.3). Then, at Lines 15 and 16 we unite the
states on this cycle via the Merge procedure which we discussed before (it applies the Union procedure
and also combines the list cycles).

We assume as a post-condition that, for any v, when UF-SCCp(v) finishes, we have List(v) = ∅ =⇒
IsDead(v). This holds as a result from the failed PickFromList call in Line 7. If we take a close look at
Lines 8 to 16, we observe that for every successor w of v′ we have:
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� IsDead(w) as a result of Line 10.

� IsDead(w) as a result of the post-condition for UF-SCCp.

� SameSet(v′, w) as a result of Lines 14-16.

Thus, by Predicate 5.1 we have that GlobalDone(v′) holds at the start of Line 17. Therefore, we
may correctly remove v′ globally from List(v). At Line 18 we take that List(v) = ∅, which implies
GlobalDead(v). Line 18 ensures that all (dead) SCCs are removed from the stack.

We observe that if UF-SCCp(v) has finished, all reachable states from v have been reported dead as
well. Hence, if UF-SCCp(v0) finishes, we have found all SCCs reachable from v0.

5.3 Detailed design

In this section we present a detailed design for the used methods in the UF-SCC algorithm.

5.3.1 The MakeClaim procedure

The MakeClaim procedure is described in Algorithm 19. At Line 6 we observe that only the first worker
that called MakeClaim is able to initialize the uf node. During this initialization, we prevent that other
workers may interfere. This is achieved by setting uf-status to a (temporary) init value. All other workers
have to wait in Line 13 due to this init value. After the initialization is complete, the first worker sets the
uf-status to live and returns claim success. Lines 14,15 and 16 refer to the procedures from Algorithm 16.

Algorithm 19 The MakeClaim procedure for UF-SCC

1: postcondition: ¬IsDead(x) =⇒ p ∈ Pset(x)
2: returns: claim dead ⇐⇒ IsDead(x)
3: returns: claim success ⇐⇒ ¬IsDead(x) ∧ p 6∈ old(Pset(x))
4: returns: claim found ⇐⇒ ¬IsDead(x) ∧ p ∈ old(Pset(x))
5: procedure MakeClaim(x, p)
6: if cas(uf[x].uf-status,unseen, init) then

7: uf[x].parent := x

8: uf[x].list-next := x

9: uf[x].list-status := live

10: uf[x].Pset := {p}
11: uf[x].uf-status := live

12: return claim success

13: while uf[x].uf-status = init ;

14: if IsDead(x) then return claim dead

15: if HasWorker(x, p) then return claim found

16: AddWorker(x, p)

17: return claim success

5.3.2 Picking and removing a state from the list

For a illustration on the list removal procedure, we refer to Figure 5.2(right).
The PickFromList procedure is described in Algorithm 20. Here, the approach is to continuously check

if uf[x].list-status = tombstone (Line 4). If so, we look one state ahead (n1) and check if the same holds
for uf[n1].list-status. At Line 8 we observe that uf[x].list-status = uf[n1].list-status = tombstone. We
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‘remove’ entry n1 from the cycle in Line 10 and let uf[x].list-next point to n2, the subsequent state from n1.
We continue from n2 and try again. Every time the algorithm iterates, Line 10 is executed, which reduces
length of the cycle by one. If we observe that List(x) = ∅ (at either Line 6 or 9), null is returned. In other
cases, we find and return some state x′ ∈ uf[x] for which uf[x′].list-status 6= tombstone ⇐⇒ x′ ∈ List(x).

Note that we do not have to take extra caution with possible busy states. This is because we merely
update the list-next pointers for states that have list-status = tombstone.

Algorithm 20 The PickFromList procedure for UF-SCC

1: returns: null ⇐⇒ List(x) = ∅
2: returns: x′ ∈ List(x) ⇐⇒ List(x) 6= ∅
3: procedure PickFromList(x)

4: n1 := uf[x].list-next

5: while uf[x].list-status = tombstone do

6: if x = n1 then return null

7: if uf[n1].list-status = tombstone then

8: n2 := uf[n1].list-next

9: if x = n2 then return null

10: uf[x].list-next := n2
11: x := n2

12: n1 := uf[x].list-next

13: else return n1
14: return x

The RemoveFromList procedure is described in Algorithm 21. This procedure merely consists of setting
the the list status for x to tombstone. It may be possible that a MergeLists procedure is taking place at
the moment, therefore the while-loop is iterated until we (or another worker) is able to set the list-status for
x from live to tombstone. After the procedure finishes, we ensure that uf[x].list-status = tombstone.

Algorithm 21 The RemoveFromList procedure for UF-SCC

1: postcondition: v 6∈ List(v)
2: procedure RemoveFromList(x)
3: while uf[x].list-status 6= tombstone do

4: cas(uf[x].list-status, live,tombstone)

5.3.3 The Merge procedure

The Merge procedure is described in Algorithm 22. This consists of locking states x and y, after which the
MergeLists and Union procedures can take place. If a lock fails, we obtain that x and y already belong to
the same uf set, implying that the post-condition is satisfied and the procedure returns. The post-condition
results from these sub-procedures. We argue that the Merge process may be executed lockless. However,
this would imply that other schemes have to be designed to prevent race-conditions from occurring. The
locking mechanism is adopted for now, to be able to ensure correctness.

The locking mechanism from Algorithm 23 is implemented by locking x and y in a ‘lexicographic’ order.
We compare the hash values for x and y and possibly swap x and y if x > y (Line 6). Then, x is locked in
Line 7, after which we check if we actually locked the representative for uf[x]. Then, we do the same for y
in Lines 9 and 10. If this succeeds, True is returned. Otherwise the states are unlocked (set to live) and
we try again. In case x and y already belong to the same uf set, False is returned at Line 5. An Unlock
consists of setting the uf-status for a given state back to live.
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Algorithm 22 The Merge procedure for UF-SCC

1: postcondition: uf[x] = uf[y] = old(uf[x]) ∪ old(uf[y])
2: postcondition: List(x) = old(List(x)) ∪ old(List(y))
3: postcondition: Pset(x) = old(Pset(x)) ∪ old(Pset(y))
4: procedure Merge(x, y)
5: if Lock(x, y) then

6: MergeLists(x, y)

7: Union(x, y)

8: Unlock(x)

9: Unlock(y)

Algorithm 23 The locking mechanism for the Merge procedure in UF-SCC

1: procedure Lock(x, y)
2: while True do

3: x := Find(x)

4: y := Find(y)

5: if x = y then return False

6: if x > y then swap(x, y)

7: if cas(uf[x].uf-status, live, locked) then

8: if uf[x].parent = x then

9: if cas(uf[y].uf-status, live, locked) then

10: if uf[y].parent = y then

11: return True

12: uf[y].uf-status := live

13: uf[x].uf-status := live

14: procedure Unlock(x)

15: uf[x].uf-status := live

Algorithm 24 The MergeLists procedure for UF-SCC

1: procedure MergeLists(x, y)

2: x := LockList(x)

3: y := LockList(y)

4: swap(uf[x].list-next,uf[y].list-next)

5: uf[x].list-status := live

6: uf[y].list-status := live

7: procedure LockList(x)

8: while uf[x].list-status 6= busy do

9: x := PickFromList(x)

10: cas(uf [x].list-status, live,busy)

11: return x
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The MergeLists procedure from Algorithm 24 describes how two disjunct lists are merged with each
other. This process is also illustrated in Figure 5.2 (left). Here, we must first search for two non-tombstone
list entries as we would otherwise not combine the cycles for both lists. The LockList procedure ensures
that we obtain such a state. Furthermore, we set the status of this entry to busy to prevent any other
worker from removing it (by calling RemoveFromList) from the cycle during the MergeLists procedure.

Note that because we have locked the uf nodes as well, no other MergeLists or LockList procedure
can take place on this set (hence there can be only one busy entry in each list). Also, the MergeLists
procedure is executed by Merge before the Union procedure. This implies that uf[x] and uf[y] are strictly
disjoint from each other. We can therefore conclude that List(x) and List(y) cannot be empty during the
MergeLists procedure.

5.4 Discussion

The proposed algorithm is a novel approach to detect SCCs in parallel. We show that it is provably correct
and analyze the complexity.

5.4.1 Outline of correctness

This section provides an outline for the correctness proof. For a full proof of correctness, we refer the reader
to Appendix A.

The correctness for this algorithm mainly is implied from Observation 5.2. We first state that for every
call to UF-SCCp(v), we have that p ∈ Pset(v) and as a consequence, ∀v ∈ Dp : p ∈ Pset(v). We also
infer that after UF-SCCp(v) finishes, we have GlobalDead(v). Then, we can observe that the property
∀v : p ∈ Pset(v) =⇒ GlobalDead(v) ∨ ∃v′ ∈ uf[v] : v′ ∈ Dp holds valid for many of the lines from the
algorithm.

By induction we are able to show that ∀v, w : v ∈ uf[w] =⇒ v →∗ w →∗ v holds as an invariant.
Completeness follows trivially from this invariant. For soundness we show that every reachable state is
handled correctly by the algorithm. Thus, we show that for any v0 → v, all successors from v and all states
from List(v) are considered. We can also conclude that the algorithm terminates by showing that for every
iteration on v′ ∈ List(v), we eventually remove v′ from the list and reduce the set of states that are not
GlobalDone.

5.4.2 Complexity

This section examines the time- and space complexity of the UF-SCC algorithm, presented in Algorithm 18.
Concerning the time complexity, we assume that the locking procedure operates in constant time. Also, we
say that the number of workers is fixed, meaning that P is regarded as a constant value.1

Time complexity. First, consider that the UF-SCCp procedure can be called at most |V| times for every
worker p. This is implied from the MakeClaim procedure; it only returns claim success if it successfully
added p to the Pset. We analyze the time complexity for the sub-procedures as follows and conclude
afterwards.

The PickFromList procedure (see Algorithm 20) can return a state a maximum of |V| times in total
for each worker, independent of the number of recursive UF-SCC calls. This is because the state is globally
removed from the list at the end of each iteration. The PickFromList procedure itself executes in at most
O(|V|) time (in case the list contains a large sequence of tombstone states). We show that the amortized
complexity for this procedure is O(1).

First note that if a worker encounters two successive tombstone states, the list-next pointer is updated
to ‘remove’ the latter state from the list. Once removed, the latter state will never be visited again by

1In theory, we may have a polynomial (with respect to |V|) number of workers. However, for all practical instances we can
assume that the number of workers remain limited.
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Figure 5.3: Representation of the used data structures for the UF-SCC algorithm.

the worker (nor by any other). Observe that at most we have |V| − 1 of such removals in total. In other
situations − where the current or the next state is live − the state is returned in constant time. Therefore,
in the complete UF-SCC algorithm, the PickFromList procedure takes a total of O(|V|) time. Because
this procedure is called at most |V| times for a single worker, it executes in amortized O(1) per call.

Every successor of each state from PickFromList is considered in the for-loop, thus we have O(|V|+ |E|)
iterations. The MakeClaim procedure (see Algorithm 19) executes in amortized quasi-constant time. Here,
we have an amortized quasi-constant time for finding the representative of the uf set. Observe that the
modifications to Pset by the HasWorker and AddWorker procedures can also be implemented in
quasi-constant time, since only the bit-value for the worker has to be addressed (and updated).

The while-loop for merging a cycle executes in amortized quasi-constant O(P) time. Since UF-SCCp is
called at most |V| times, the stack Dp can only be popped |V| times. Thus, the while-loop may be iterated
at most |V| times. The SameSet operation is executed in amortized quasi-constant time. The Merge
procedure executes in quasi-constant O(P) time. This results from combining the two Psets (note that
a single Fetch&Or instruction is sufficient for up to 128 workers). The parent update and merging of two
lists takes place in amortized quasi-constant time, following the PickFromList procedure. Note however
that the Merge procedure only unites two states at most |V| − 1 times globally. Therefore, if we consider
its impact on the complete UF-SCCp algorithm, we have an amortized total quasi-linear complexity of
O(P · |V|).

If we combine the time complexities for the sub-procedures (and use a fixed number of workers) we obtain
a quasi-linear2 time complexity of O(P · (|V|+ |E|)). This results from considering each state and successor
by every worker in the for-loop.

Note that we expect to see scalability from the fact that states are removed globally from the list after
being fully explored. In case these states are scheduled ideally over the workers (i.e. no two workers explore
the same state) in combination with an equal distribution of Merge calls, we conjecture that the best-case

time complexity is bounded by O( |V|+|E|P ) and the diameter of the graph.

Space complexity. Concerning the space complexity, there are two aspects that play a role (see Fig-
ure 5.3). First, we have the local search stack (Dp) for each worker. In a worst-case scenario − with an
unfortunate successor order causing one large path − the algorithm possibly cannot avoid recursively visiting
each state (note that this is not bounded by the diameter of the graph). Thus the stack takes at most |V| ·H
space, where H is size of the (pointer to a) state (for which we assume to take up 64 bits).

2The quasi- aspect origins from operations on the Union-Find structure, for which the amortized complexity is the inverse
Ackermann function (see also Section 2.3.2).
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The second aspect is the size of the Union-Find set. We assume that this is implemented by a map
structure (as depicted in Figure 5.3). We must allocate at least |V| entries (for each state one). The size of a
uf-entry is bounded by (respectively from top to bottom) H +H +P + 8 +H + 8 ≤ P + 4H bits (depending
on the implementation).

The algorithm uses at most P · |Dp|+ |uf| = P · |V| ·H + |V| · (P + 4H) = |V| · (P ·H +P + 4H) space.
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Chapter 6

Experiments

This chapter discusses experiments with the algorithm. First, we discuss the setup used for experimentation.
Here we also focus on implementation aspects. Next, we test our implementation on BEEM [48] models and
analyze the obtained results. Thereafter, we perform some additional experiments to test various properties
of the UF-SCC algorithm.

6.1 Experimental setup

In this section, we discuss the experimental setup for evaluating the UF-SCC algorithm. We talk through
the implementation for the algorithm, and its competitors. Section 6.1.2 covers the configuration used for
the experimentation: the environment, how an experiment is performed, and which metrics are observed by
the experiments.

6.1.1 Implementation

We have implemented the following algorithms in the multi-core library of the LTSmin toolset [31]:

� The UF-SCC algorithm, as presented in Algorithm 18. This includes the extended parallel Union-
Find data structure specifically designed for the algorithm.

� Tarjan’s algorithm [57], as presented in Algorithm 4.

� Renault’s algorithm [53], as presented in Algorithm 14. This includes a Union-Find data structure,
simplified from the one used in the UF-SCC algorithm.

We have chosen to re-implement Renault’s algorithm instead of relying on the available one. By
re-implementing Renault’s algorithm in the LTSmin environment, we expect to mitigate inconsistencies
caused by the programming language and possible optimizations.

Unfortunately, we were not able to implement Lowe’s algorithm, nor were we capable of using his
provided implementation. Because Lowe did not perform experiments in an on-the-fly context we also
cannot reliably use his results. However, since an on-the-fly algorithm is more restricted we can assume that
if UF-SCC performs better than Lowe, the same should remain valid for an on-the-fly implementation of
Lowe’s algorithm.

We highlight a couple of aspects concerning the implementation of the UF-SCC algorithm.

Next-State. LTSmin makes use of an implicit graph representation. This means that we can request
successor states by calling a Next-State function (see Section 2.3.1). The LTSmin toolset already applies
measures to randomize the order of successors. When multiple workers call this Next-State function, the
order of the returned successors is permuted for each worker, which implies that these workers will visit the
successors in a different order.
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Stack usage. The algorithms are all implemented iteratively. This is due to the general assumption that
iterative programs execute faster. Instead of querying successors one by one, we maintain a pointer to the
next sibling in the stack. We query all successors all at once and store these in a stack frames.

Union-Find structure. The Union-Find structure is designed as an array (which we also refer to as
uf), for which the index represents the hash of the state (see also Figure 5.3). Each entry consists of the
following fields:

� parent : A reference to the parent state for the Union-Find set. If this state is the representative
for the set, it references itself. When recursively looking up uf[parent], we eventually find the unique
representative of the set.

� rank : The rank or height for the Union-Find tree. This is used in the Union procedure to make sure
that the ‘smaller’ tree is pointing to the representative of the ‘larger’ tree.

� p-set : A 64 bit value that contains the worker IDs for each worker (there is one bit reserved for each
worker). By means of Compare&Swap operations, a worker bit is added to the set.

� uf-status : The status for a uf state. This can be any of the following: {unseen, init, live, locked,
dead}.

� list-next : A reference to the successive list entry, residing in the same set. As we explained in
Section 5.1.2, recursive lookups for the list-next value ensures that we eventually return to this state
(assuming that this entry’s status is live).

� list-status : The status for the uf list entry. This can be any of the following: {live, busy,
tombstone}.

Note that Renault’s algorithm makes use of the standard Union-Find structure; only containing the
parent and rank fields. Renault’s algorithm originally uses a lockless Union-Find structure. We have also
implemented the algorithm using the same locking approach as we did for UF-SCC (see Section 6.4.2 for a
comparison of the two approaches).

6.1.2 Configuration

With our experiments, we want to assess the efficiency of the UF-SCC algorithm. With efficiency, we are
particularly interested in comparing the total execution time used for a given number of workers to estimate
scalability of the different algorithms.

Architecture. The experiments were performed on a machine with 4 AMD Opterontm 6376 processors,
each with 16 cores, forming a total of 64 cores. There is a total of 512GB memory available.

Performing an experiment. The LTSmin toolset contains a number of frontend-backend combinations
by means of PINS2PINS modules [31]. Considering that the BEEM database provides DVE models, we make
use of the dve2lts-mc module for testing our multi-core algorithms on the BEEM models. We perform a
test as follows:

dve2lts-mc --strategy=algorithm --threads=workers -s28 model

Here, we state our algorithm (ufscc/renault/tarjan), the number of workers we want to use (∈ [1, . . . , 64])
and the model to be analyzed. We make use of a fixed hash table size of 228 with the -s28 option. We
performed each test 5 times. The average time used and the 95% confidence interval is calculated from the
results. Where suitable, we indicate this confidence interval by means of error bars. For random graphs,
which we construct in Section 6.3.1, we directly use the PINS interface (we use pins2lts-mc instead of
dve2lts-mc).
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Measurements. Besides the measuring the execution times, we also analyze other properties. These con-
sist of: the number of states explored (in total, and by each worker); the number of transitions encountered;
the number of SCCs; the number of re-tried explorations and transitions; the number of union operations
performed; and the total memory used. A number of these metrics were not observed to significantly vary
throughout the experiments and were not reported.

For the remainder of the chapter, we use UF-SCC1 to refer to the UF-SCC algorithm, performed on 1
thread (this holds similarly for Tarjan and Renault). With Renaultp we refer to Renault’s algorithm,
performed on p threads (the same number of threads that the UF-SCC algorithm uses).

6.1.3 Validation

We evaluated the implementation’s correctness using several techniques.

Manual verification. We constructed a proof of the UF-SCC algorithm (see Appendix A) to ensure that
the algorithm itself is correct. Furthermore, we thoroughly examined each sub-procedure closely to make
sure that predefined invariants and pre- and post-conditions were met by the implementation.

Verification in the implementation. Furthermore, we implemented assertions on various components.
We rigorously checked if at all times the status (both the uf-status and list-status) of a state is valid for
the to-be-executed code. This is accompanied by assertions on pre- and post-conditions. For instance, we
check that SameSet(a, b) holds when the Union-Find procedure finishes. We have to consider all possible
interleavings when setting up the assertions. Therefore some checks cannot (easily) be performed. A number
of debug methods were designed to provide useful information on for instance the information stored in uf
sets.

Experimental verification. We also analyzed the output data. For every performed experiment, we
checked the number of explored states, transitions and the number of SCCs (by automatically comparing
these with a base). When examining errors in the implementation, we made use of the GNU Debugger (gdb)
to analyze for instance where a deadlocks could occur (this tool is able to keep track of multiple threads).
For experiments on small-sized input graphs we also produced graphs described in the DOT language. We
depicted the search stacks, SCCs and the uf-status for states by using various colours and shapes. This visual
representation was often useful for detecting problems.

6.2 Experiments on BEEM models

This section discusses the experiments carried out on BEEM [48] models.1 We first discuss which models
are used for the experiments. Hereafter the experiments performed on these models are analyzed. Finally,
we summarize the observations from the experiments.

6.2.1 Models used

From the BEEM database, we made an initial selection of the models containing at least 100,000 and at
most 10,000,000 states. Initial benchmarks suggested that models containing fewer than 100,000 states are
generally solved (decomposing all reachable SCCs) in a fraction of a second. We chose to ignore these models
for the following reasons:

� These models are not representative for practical applications of scalable SCC algorithms; if we are
already able to solve a particular model in a fraction of a second, the demand for improving the
performance is of less importance compared to more time-consuming models. Moreover, one of the
main purposes for scalable algorithms is to be able to cope with larger input data.

1The BEEM models are available at http://spinroot.com/spin/beem.html.
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Figure 6.1: A scatter plot, illustrating statistics for the BEEM models.

� Because the absolute time used is of small scale, the experiments are more subject to external influences.
The initial overhead introduced by the experimental setup is of relatively larger effect to the end-results
compared to more time-consuming models.

The models containing more than 10,000,000 states were dismissed from the selection due to practical reasons.
Initial benchmarks showed that experiments on these models generally exceeded our maximum time limit of
10 minutes. With this maximum time limit in place, we performed all experiments in just under three days.

Table 6.1 provides an overview of the models used in experimentation. Here, we analyzed the number
of reachable states, the number of reachable transitions and number of reachable SCCs in each model. The
remaining statistics are derived from combinations of these three mentioned classes. The highlighted cells
and text respectively refer to models that were selected for in-depth analysis and observed distinguishing
classes.

By analyzing the used models more closely, we observed that a large part of the models either contain a
relatively large ratio of SCCs or a relatively small one, compared to the number of states. The scatter plot in
Figure 6.1 expresses this observation illustratively. We observed a clear gap in the SCC ratio of the models.
We indicated these two ‘classes’ with ⊗ and ⊕, we refer to these as blue and red respectively. Here, the red
class contains a high SCC ratio. This infers that the number of SCCs is (almost) equal to the number of
states. This means that on average, an SCC consists of only one state (as reflected in Table 6.1). As such
SCCs are considered trivial, we refer to models of this class as trivial models. Conversely, the blue class
contains fewer and therefore larger SCCs. We refer to models of this class as non-trivial models.

In Figure 6.1 we observed as well that the SCC ratio is not directly correlated to the fanout. A large
fanout indicates a large amount of inter-connectivity, hence we expect a larger likelihood of ‘back-edges’ and
thus larger and fewer SCCs on average. For models with a fanout of 7 or fewer, this notion did not seem to
be applicable. However, we did observe that the models containing the largest fanout values (more than 7)
also contain few SCCs.

6.2.2 Results

With the models being categorized in Section 6.2.1, we first verified whether there are differences in the
algorithm’s performance on both classes. Figure 6.2 presents the results for a speedup comparison between
the UF-SCC algorithm with its sequential version, for both the trivial and non-trivial models.
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Table 6.1: BEEM models used for experimentation.

model #states #transitions fanout #SCCs avg. SCC size #SCCs/#states

adding.2 836838 1289748 1.54 836838 1 1
adding.3 1894376 2921634 1.54 1894376 1 1
adding.4 3370680 5201282 1.54 3370680 1 1
adding.5 5271456 8135364 1.54 5271456 1 1
adding.6 7609684 11746148 1.54 7609684 1 1
anderson.1 352664 704302 2 20 17633.20 5.67E-05
at.3 1711620 6075360 3.55 1 1711620 5.84E-07
at.4 6597245 25470140 3.86 1 6597245 1.52E-07
bakery.4 157003 411843 2.62 15260 10.29 0.0972
bakery.5 7866401 27018304 3.43 1000072 7.87 0.127
blocks.3 695418 2094753 3.01 2 347709 2.88E-06
bopdp.3 1040953 2747408 2.64 1023793 1.02 0.984
bridge.3 838864 1896973 2.26 838864 1 1
brp.3 996627 2047490 2.05 225202 4.43 0.226
cambridge.5 698912 3199507 4.58 15689 44.55 0.0224
cambridge.6 3354295 9483191 2.83 8413 398.70 0.00251
elevator.3 416935 1025817 2.46 2 208467.50 4.80E-06
elevator.4 888053 2320984 2.61 6 148008.83 6.76E-06
elevator2.2 179200 1036800 5.79 1 179200 5.58E-06
elevator2.3 7667712 55377920 7.22 1 7667712 1.30E-07
extinction.3 751930 2669267 3.55 751930 1 1
extinction.4 2001372 7116790 3.56 2001372 1 1
firewire-link.7 399598 1096535 2.74 389698 1.02 0.975
fischer.3 2896705 12280586 4.24 1 2896705 3.45E-07
fischer.4 1272254 4609671 3.62 1 1272254 7.86E-07
fischer.6 8321728 33454192 4.02 1 8321728 1.20E-07
frogs.3 760789 766119 1.01 760789 1 1
hanoi.2 531441 1594320 3 1 531441 1.88E-06
iprotocol.3 1013456 3412754 3.37 244098 4.15 0.241
krebs.3 238876 1020147 4.27 238876 1 1
krebs.4 1047405 5246321 5.01 1047405 1 1
lamport-nonatomic.4 1257304 5360727 4.26 1 1257304 7.95E-07
lamport.2 110920 303058 2.73 11800 9.40 0.106
lamport.5 1066800 3630664 3.40 140496 7.59 0.132
lamport.6 8717688 31502176 3.61 1371572 6.36 0.157
lann.3 1832139 8725188 4.76 224688 8.15 0.123
lann.4 966855 3189852 3.30 304189 3.18 0.315
lann.5 993914 3604487 3.63 983962 1.01 0.990
leader-filters.5 1572886 4684565 2.98 1572886 1 1
loyd.2 362880 967681 2.67 2 181440 5.51E-06
mcs.3 571459 2077384 3.63 55 10390.16 9.62E-05
mcs.6 332544 1329920 4 327923 1.01 0.986
msmie.3 134844 200614 1.49 12099 11.15 0.0897
msmie.4 7125441 11056210 1.55 414699 17.18 0.0582
needham.3 206925 567099 2.74 206925 1 1
needham.4 6525019 22203080 3.40 6525019 1 1
peg-solitaire.4 873326 5473290 6.27 873326 1 1
peterson.2 124704 399138 3.20 574 217.25 0.00460
peterson.3 170156 538509 3.16 309 550.67 0.00182
peterson.4 1119560 3864896 3.45 29115 38.45 0.0260
phils.4 340789 3123558 9.17 1 340789 2.93E-06
phils.5 531440 4251516 8 2 265720 3.76E-06
production-cell.3 822612 2496342 3.04 1 822612 1.22E-06
production-cell.4 340685 968176 2.84 340685 1 1
protocols.4 439245 1454834 3.31 66214 6.63 0.151
protocols.5 996345 3272786 3.29 132706 7.51 0.133
public-subscribe.2 1846603 6087556 3.30 287436 6.42 0.156
public-subscribe.3 1846603 6087556 3.30 287436 6.42 0.156
public-subscribe.4 1846603 6087556 3.30 287436 6.42 0.156
reader-writer.3 604498 4125562 6.82 227893 2.65 0.377
rether.3 305334 334516 1.10 2 152667 6.55E-06
rether.4 1157052 1535386 1.33 97332 11.89 0.0841
rether.5 3017044 3302351 1.10 2 1508522 6.63E-07
rether.6 5919694 7822384 1.32 478204 12.38 0.0808
rether.7 4789409 5317199 1.11 2 2394704.50 4.18E-07
rushhour.3 156723 1583980 10.11 1 156723 6.38E-06
rushhour.4 327675 3390234 10.35 1 327675 3.05E-06
schedule-world.2 1570340 14308706 9.11 26018 60.36 0.0166
sokoban.2 761633 2012841 2.64 23912 31.85 0.0314
sorter.3 1288478 2740540 2.13 1177164 1.10 0.914
szymanski.3 1128424 4234041 3.75 8 141053 7.09E-06
telephony.3 765379 3155026 4.12 50329 15.21 0.0658
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Figure 6.2: Speedups of the UF-SCC algorithm compared to its sequential version, for trivial (left) and
non-trivial (right) BEEM models.

Trivial models. For trivial models, we generally observe a seemingly linear increase in the speedup when
increasing the number of workers, more on this later. Closer analysis shows that the performance gains
reduce when increasing from 32 to 64 workers. We provide two possible explanations for this phenomenon:

� We keep track of the worker IDs in the Union-Find structure. This set of worker IDs is implemented
as a 64 bit value. Whenever a worker adds its worker ID to this set, its worker bit is set by a Fetch&Or
operation to ensure that it is atomically set. If multiple workers try to add their worker IDs to the
same state, a (slight) performance drop may be observed since multiple Fetch&Or operations may take
place at the same time.

� It might also be the cause of a known issue in the used architecture − where internal memory gets
shared between workers for more than 32 workers. This should however not explain why in some cases
the algorithm performs worse with 64 workers compared to 32.

Non-trivial models. As can be observed in Figure 6.2, the results on non-trivial models are significantly
different from those obtained on the trivial models. This suggests that we generally were just in classifying
the models in two categories.

While the results are somewhat cluttered due to the large number of models, one could observe a general
trend that the results follow. This being a linear increase towards 8 workers (for some this continues until
16 workers), after which it starts to decline in performance significantly − in some instances, the 64 worker
version performs even worse than the sequential one. This peculiar result is analyzed in Section 6.3.

The two outliers (with a speedup larger than 10 for 64 workers) are iprotocol.3 and sokoban.2, with
respectively an SCC ratio of 0.241 and 0.0314 − the relatively high ratio possibly explains the results for
iprotocol.3. We assume that these models follow properties that are similar to those of the identified
trivial models; we did not perform an in-depth analysis on these models to validate the hypothesis.

Selected models. We take a closer look at specific models from both the trivial and non-trivial classes.
For all trivial models from Table 6.1, we selected only those for which the sequential Tarjan algorithm takes
more than 5 seconds. For the non-trivial models, we only selected those for which the sequential Tarjan
algorithm takes more than 25 seconds. As a result of this selection, we have five representative trivial and
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Table 6.2: Speedups for UF-SCC and Renault on BEEM models, relative to Tarjan’s algorithm.

model Tarjan speedup Renault speedup UF-SCC
(sec) 1 8 64 1 8 64

adding.5 7.00 0.78 4.14 9.33 0.57 3.87 13.73
adding.6 10.59 0.79 5.12 11.03 0.60 4.34 18.26
extinction.4 7.25 0.80 5.25 18.13 0.58 3.82 15.10
needham.4 17.82 0.79 6.27 25.10 0.67 4.40 22.28
peg-solitaire.4 5.88 0.82 5.03 17.29 0.54 4.00 13.67
at.4 30.43 0.81 0.81 0.73 0.89 4.20 0.66
bakery.5 30.63 0.81 0.88 0.62 0.82 4.63 1.00
elevator2.3 50.90 0.86 0.83 0.59 0.84 4.69 0.80
fischer.6 38.61 0.82 0.81 0.73 0.94 3.21 0.42
lamport.6 29.56 0.78 2.24 2.67 0.73 4.09 3.35

avg. sel. trivial 8.92 0.80 5.12 15.19 0.59 4.08 16.31
avg. trivial 3.076 0.67 3.56 7.52 0.48 2.86 7.00
avg. sel. non-trivial 35.21 0.82 1.01 0.88 0.84 4.13 0.94
avg. non-trivial 4.85 0.71 1.03 0.96 0.60 2.55 1.25
avg. total 4.24 0.70 1.49 1.71 0.57 2.64 2.06

non-trivial models, that we hypothesize to provide the most consistent results (these models take the most
time, hence external influences play a smaller role). Figure 6.3 illustrates comparative speedups with the
sequential UF-SCC and Tarjan algorithms, as well as a comparison with Renault’s SCC algorithm. With
respect to Figure 6.1, we regard the results representative for their classes.

Table 6.2 shows how the speedups from UF-SCC and Renault relate to each other. This table also
reflects the results back on the rest of the dataset. To prevent particular results from skewing the average,
we calculate the average by taking the geometric mean (as opposed to the arithmetic average). This implies
taking the nth root for the product of the values.

We illustrate four particular cases in Figure 6.4. Here, the absolute times for the three algorithms are
provided.

Scalability for trivial models. We refer to the three leftmost diagrams from Figure 6.3. In the com-
parison with UF-SCC1 we observe that the speedups remain seemingly close to the dotted line. This line
represents y = x, and suggests the ideal speedup attainable. Taking note that all of the examined models
only contain trivial SCCs, the algorithm basically represents a reachability algorithm. Compared to its
sequential version, with 8 workers on average a speedup of 6.92 is obtained ( 4.08

0.59 ). This practically linear
scaling drops gradually. For respectively 16, 32 and 64 workers, we have found speedups of 13.28, 21.67 and
27.61.

When compared to Tarjan1, the speedups are less impressive. this is due to the fact that the sequential
Tarjan algorithm is 1.69 times faster on average ( 0.59

1 ). It is to be expected that the Tarjan algorithm
performs better sequentially, because of the overhead in using the extended Union-Find structure and
because of the synchronization measures taken to prevent data races. However, this still adds up to 6.20
seconds on average (and 3.20 seconds when considering all models).

Relative to Renault’s algorithm, generally UF-SCC consistently performs worse. With 8 workers,
Renault performs 1.25 times better than UF-SCC ( 5.12

4.08 ). We expected Renault’s algorithm to perform
better, simply because it does not (need to) communicate intermediate results from an SCC. Since all SCCs
are trivial, there is no need for need for this communication overhead. Additionally, the UF-SCC algorithm
has to store and check for worker IDs in the Union-Find structure. When there are more than 8 workers,
for the adding.5 and adding.6 examples, the UF-SCC algorithm ‘suddenly’ gains performance relative to
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Figure 6.3: Speedups of the UF-SCC algorithm on selected models, relative to: (top) its sequential version;
(middle) Tarjan’s sequential algorithm; (bottom) Renault’s SCC algorithm. Results from trivial models
are presented on the left, and results from non-trivial models are presented on the right.
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Figure 6.4: Absolute time usage for Tarjan, Renault and UF-SCC on four BEEM models.
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Renault. In Figure 6.4 we observe that this is caused by Renault’s algorithm, because its performance
with 8 workers is comparable to that of 16 workers while it otherwise continuously improves. The most likely
cause for this effect is that these specific models are constructed in a peculiar way, such that the scheduling
algorithm causes multiple workers to take the same paths. In ‘normal’ circumstances, the results of UF-SCC
and Renault tend to follow a similar curve as needham.4, which can be seen in Figure 6.4.

Scalability for non-trivial models. For the non-trivial models, we observe that the UF-SCC algorithm
achieves peek performance between 8 or 16 workers and then gradually worsens. Until 8 workers, the results
are somewhat comparable to those of the trivial models. On average, we obtain a speedup of 4.92 ( 4.13

0.84 ) for
8 workers relative to UF-SCC1 or 4.13 relative to Tarjan.

From the results it is not clear where the sudden performance drop origins from. This is further inves-
tigated in Section 6.3. Interestingly, a similar performance drop can observed for Renault’s algorithm in
Figure 6.4. This indicates that it is likely the result of contention on the (basic) Union-Find structure.

Each of the five selected models also seem to peak at different speedups. This does not seem to be a
result of the SCC ratios, since those of bakery.5 and fischer.6 are comparable (respectively 0.127 and
0.157), while their peeks differ significantly. A closer observation shows that the peek height correlates with
the speedups for fewer workers. For example, lamport.6 achieves a higher speedup compared to fischer.6

for all number of workers, and this generally holds for the other models as well.
When analyzing the speedup in relation with Tarjan’s algorithm, we observe a similar situation as we

had for the trivial models. The sequential performance for Tarjan is on average 1.19 times faster compared
to UF-SCC1. Note however that is significantly less affecting than we observed in the trivial models (1.69),
and this same trend holds for all tested BEEM models (on average 1.67 compared to 2.08). This means that,
at least in the sequential case, the UF-SCC algorithm performs worse in terms of reachability (compared to
Tarjan) than it does in terms of decomposing SCCs. Note that observation cannot be made for Renault’s
algorithm. This might imply that the UF-SCC algorithm is more efficient in dealing with non-trivial SCCs
compared to Tarjan (and Renault).

For the comparison with Renault we observe similar results as we did in the comparison with Tarjan.
The most striking difference is lamport.6. Figure 6.4 best explains what is going. We observe here for
lamport.6 that Renault’s algorithm performs similar to UF-SCC; with more workers it performs better
than Tarjan (while it does not perform as well as UF-SCC). The at.4 model is representative for the
other selected models and experiments on this model tell a different story. Here, UF-SCC is following the
same pattern as we observed previously, but Renault behaves differently. It does not gain any performance
when the number of workers increases. On the contrary, its performance remains practically the same. This
can be explained by the observation that most of these models only contain one SCC, whereas lamport.6

has an SCC ratio of 0.157. Since Renault only communicates dead SCCs, for the models containing one
SCC this is the same as not communicating at all.

Failures. In some instances (for both trivial and non-trivial models) we observed failures. These events
were rare and therefore difficult to reproduce. Moreover, these failures only seemed to occur for 64 workers,
suggesting that the error is not obvious. With assertion statements we are able to catch these failures, but
we have not yet been able to locate the error. See also Section 6.1.3 for a description of the validation
techniques that were used.

6.2.3 Conclusions

From the experiments on BEEM models, we observed a number of interesting results for the UF-SCC
algorithm, Renault’s algorithm, and as well for the BEEM models. These are summarized as follows:

� A large part of the analyzed BEEM models contain either one or few (large) SCCs, or many (small-
/trivial) SCCs. These models were categorized to be respectively non-trivial and trivial.
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� For trivial models a performance drop can be observed when increasing the number of workers from
32 to 64.

� The UF-SCC algorithm scales almost linearly until 8 workers (5.96 speedup compared to UF-SCC1),
but this increase in speedup drops gradually to 14.58 for 64 workers.

� Renault’s algorithm scales similarly and better for trivial models, compared to UF-SCC. Though,
there are instances for which UF-SCC eventually gains the upper hand.

� Until 8 workers, the UF-SCC algorithm performs slightly worse on non-trivial models than on trivial
ones (a speedup of 4.25 compared to 5.96 for trivial models, compared to UF-SCC1).

� The maximum speedup for UF-SCC is generally achieved between 8 and 16 workers, for non-trivial
models. After this point, the speedup drops on average until it is 2.08 for 64 workers. This is further
analyzed in the remainder of this chapter.

� The UF-SCC algorithm (and Renault for trivial models) gained higher speedups for the models that
took more time to explore.

� For all models, UF-SCC performs worse sequentially compared to Tarjan. However, this less appli-
cable for non-trivial models.

� Perhaps the most important result, the UF-SCC algorithm is capable of gaining performance on non-
trivial models (for eight workers it performs up to four times faster than the best sequential approach)
whereas Renault does not.

6.3 Experiments on random models

This section discusses the experiments carried out on synthetic random models. We first discuss what
aspects we considered for constructing models. Then, we analyze how the UF-SCC algorithm performs on
the constructed models. Finally, we summarize the observation from the experiments.

6.3.1 Models used

Based on the observations from Section 6.2, the models that we want to construct should adhere to the
following specification:

� The models should contain between 100,000 and 10,000,000 states. As also discussed in Section 6.2.1,
smaller models are more subject to external influences and larger models are not practically feasable
to analyze due to time restrictions.

� The models should contain (large) non-trivial SCCs, since we would like to analyze the performance of
UF-SCC on handling partially discovered SCCs. This is especially important considering the observed
significant performance drop in non-trivial models (see Figure 6.3).

� The models should be constructed such that the algorithm’s performance is not affected by the ordering
of successors and paths to follow. In Section 6.2.2 we observed a couple of models that behaved
uncommon compared to what we regard as the ‘standard’, for example the adding.6 model caused
unexpected behavior from Renault’s algorithm (see Figure 6.3).

We constructed a specification for randomly generated models. Here, the input is the number of states
and the desired fanout, and also a seed value for consistent results. The graph is then implicitly formed by
the implementation of a Next-State function. This Next-State function is presented in Algorithm 25.
Here, Line 3 ensures that the ‘random’ results are consistent for every Next-State call. When we refer to
a randomly generated model, with n states and a fanout of f , we do this with rnd-n-f.
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Algorithm 25 Next-State function for randomly generated models.

1: returns: a set of uniformly distributed successor states
2: procedure Next-State(state, n states, fanout, seed)
3: rnd := set seed(state + (seed · n states)) [sets the seed unique for each state and seed value]
4: ret := ∅
5: i := 0
6: while i < fanout do
7: next := next rand(0, n states-1) [uniformly distributed in domain [0, n states− 1]]
8: if next 6∈ ret then
9: ret := ret ∪ {next}

10: i := i+ 1
11: return ret

For the experiments, we would like to analyze how the number of states and the interconnectivity affects
the performance of the UF-SCC algorithm. We are also interested in investigating causes for the observed
performance drop for non-trivial graphs.

6.3.2 Results

We perform our experiments on the constructed synthetic (random) model from Section 6.3.1. First we
analyze how the number of states and fanout affects the scalability of the UF-SCC algorithm. Hereafter we
investigate the performance drop as observed in Section 6.2.2.

Influence of number of states and fanout. We measured the performance for random models contain-
ing 100,000, 1000,000 and 10,000,000 states. This is combined with a fanout of 5, 10 and 15. The results for
these experiments can be found in Figure 6.5 and Figure 6.6. For each combination of number of states and
fanout, we ranged the seed value to create 8 different models.

Note that if we take a smaller fanout, the constructed graph is likely to not be connected anymore. As
a result, we could for example finish exploring a model after visiting two nodes. The constructed model
combinations (for a fanout of at least 5) were analyzed to at least explore 99% of the total number of
provided states. Also, all of the models contained one large SCC.
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Figure 6.5: Absolute time usage for the UF-SCC algorithm on random models containing 10,000,000 states
and a fanout of 5, 10, and 15.
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Figure 6.6: Speedups for the UF-SCC algorithm relative to its sequential performance, on specific configu-
rations of random graphs.

Figure 6.5 provides an overview of how varying fanout values affect the performance of the algorithm.
We ignore the performance drop that can be observed from eight workers and beyond since this is discussed
before; we are concerned with the relative performance differences between the models. We observe that a
lower fanout correlates to a better performance. This behavior is expected since a high fanout implies that
more transitions have to be explored by the algorithm. For four workers and more, the time usage seems
to increase by a constant value when raising the fanout. Although for fewer than four workers, the time
usage is significantly more diverse between the three models. This causes an increase in the speedup for the
models with a higher fanout. We argue that the increased speedup results from dividing the states over the
workers: with a higher fanout, there is a higher probability for a worker to take a different successor and it
is therefore more likely to explore a different part of the model.

In Figure 6.6 we measured the speedups relative to UF-SCC1 on every random model. We first note that
the speedups follow the same pattern from 4 workers and more. Each model peeks around 8 workers and
reduces performance afterwards until it is again similar (or worse) to the sequential UF-SCC algorithm. A
point of interest is how the number of states affects the speedup. We observe that the models with 100,000
states gain the most speedup, while the models with 1,000,000 states gain the least speedup. This leaves the
models with the most states ‘in the middle’.

We observed that for models with 100,000 states a lower fanout seems to cause a better speedup, con-
trasting to our earlier observation. Closer inspection shows that the 100,000 state models are explored in less
than three seconds. We assume that because of this notion, the difference is caused by external influences.

6.3.3 Investigation of performance drop

We analyzed the UF-SCC algorithm on the rnd-100,000-5 model with a profiler. We used the callgrind tool
from Valgrind.2 The reason for analyzing this particular model instead of a larger one is because applying
the profiler significantly affects the performance. Also, this model was analyzed to have the most significant
speedups, suggesting that the performance drop is more visible.

Table 6.3 shows the results for the profiling experiments. We analyzed which methods of the UF-SCC
algorithm take the most time, for a varying number of workers. Figure 6.7 shows how the methods depend

2http://valgrind.org/.
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Table 6.3: Time spent (percentage-wise) in particular methods, for a varying number workers when executing
UF-SCC on rnd-100,000-5.

method relative time spent for UF-SCCp, for varying p
1 2 4 8 16 32 64

ufscc-run 99.95% 99.89% 99.7% 99.08% 97.85% 94.08% 79.87%
successor 86.27% 86.29% 85.96% 84.90% 84.81% 79.84% 71.30%
backtrack 5.74% 5.69% 5.97% 6.64% 6.21% 9.19% 5.37%
explore-state 57.94% 57.86% 56.88% 55.26% 50.17% 37.17% 23.59%
uf-union 5.40% 5.51% 5.72% 6.44% 8.79% 19.07% 32.72%
uf-sameset 7.29% 7.48% 8.41% 10.01% 15.28% 20.95% 14.06%
uf-merge-list 1.84% 1.77% 1.78% 1.81% 1.44% < 1% < 1%
uf-find 4.87% 4.93% 6.32% 7.60% 10.65% 18.17% 22.31%
uf-make-claim 3.39% 3.33% 3.31% 3.15% 2.83% 1.98% 1.02%
uf-lock < 1% < 1% 1.04% 1.42% 3.17% 14.93% 29.51%

ufscc-run

successor backtrack

explore-stateuf-union

uf-sameset

uf-merge-listuf-lock

uf-find

uf-make-claim

89%
7%

30%
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52%
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Figure 6.7: Illustrative representation of the relative dependence relation for methods in UF-SCC64.

on each other percentage-wise. For instance, the successor method spends 46% of its time waiting on the
uf-union method.

The most important observation is the prevalence of the uf-lock procedure for 64 workers. From the
results we observe that the uf-union method spends 90% of its time waiting for uf-lock. In other words,
29.51% of the total work for UF-SCC64 is spent in this locking procedure.

The locking procedure, as discussed in Section 5.3.3, attempts to lock two uf sets. It does so by first
locking the lexicographically smallest representative (the lowest hash value). If this succeeds it tries to lock
the other representative and reports that both uf sets are successfully locked. If one of the locks fails, it
tries again until it is successful.

We have that the workers spend a large portion of their time in the uf-lock procedure. Therefore, we
obtain that a large amount of lock attempts must have failed. We regard that a combination of the following
speculations may be the cause for the issue:

� There could be a lot of contention on the status variable. Every time that one worker attempts a
Compare&Swap operation to set a lock, other workers have to wait for this operation. This may also

58



be affected by atomic reads of the status variable.

� There can be only one representative for a uf set, and we observe in this model (and this holds in
the general sense as well) that there is one large SCC. We assume that the model has a high rate of
inter-connectivity, implying that there are multiple ‘back-edges’ to the one SCC. Then we can infer
that it should be very likely for a worker to perform a Union operation, for which one of the states
is the representative of the large SCC. As a result, multiple workers want to lock the same state and
thus have to wait on each other.

� The locking mechanism is based on a homogeneous division for the workers. It may however be possible
that worker p halts for a period of time after it successfully acquired a lock. All other workers that
attempt a Union on the same state must wait for worker p.

On a positive note, the method uf-pick-from-list is nowhere to be found in the profiler data. This
means that picking states from the cyclic list structure appears to take a relatively insignificant amount
of time. We take from this that our designed cyclic list structure may be capable of scaling efficiently
over multiple workers. However, the results may be skewed resulting from the time spent in the uf-lock

procedure.
Take in mind that the profiler data is not necessarily depicting the actual situation. However we do

regard that the main observations hold in the general sense.

6.3.4 Conclusions

From the experiments on random models, we observed interesting results. These are summarized as follows:

� For random models, we observed that a larger fanout correlates to a better speedup. However, this
phenomenon was not present in the smallest model - likely due to external influences.

� The number of states do not seem to affect the gained speedup; the highest speedups were attained on
the smallest model, while the UF-SCC algorithm scaled the worst on the middle-sized model.

� All randomly generated models seem to follow the same pattern, where the performance peeks at 8
workers and drops afterwards.

� The major cause for the performance drop was observed to be the locking procedure. For 64 workers,
a worker spends almost 30% of the time in this method.

� While the results may be skewed by the locking procedure, the profiler data suggests that the cyclic
list structure is performing efficiently.

For future work in terms of improving the UF-SCC algorithm, we suggest taking a closer look at the
locking mechanism. We identified this as the bottleneck for the algorithm’s performance. Section 7.3 proposes
some concrete ideas to mitigate this bottleneck.

6.4 Additional experiments

This section discusses experiments with the intent to better understand the observed performance drop for
the UF-SCC algorithm.

6.4.1 Experimentation on hardware influence

We analyzed the influence of the hardware architecture on the performance of the UF-SCC algorithm. We
used the following architectures:
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Figure 6.8: Relative speedups for the UF-SCC algorithm on non-trivial selected BEEM models, on the
weleveld (left) and westervlier machine (right).

� weleveld : A machine with 4 AMD Opterontm 6376 processors, each with 16 cores, forming a total of
64 cores. There is a total of 512GB memory available. This machine was used for all other experiments
(as indicated in Section 6.1.2).

� westervlier : A machine with 4 AMD Opterontm 6168 processors, each with 12 cores, forming a total
of 48 cores. There is a total of 128GB memory available.

The selected non-trivial BEEM models were used for the analysis. We analyzed the speedup of the
UF-SCC algorithm relative to its sequential performance on the same machine. Figure 6.8 shows the results
for these experiments.

We observe a similar shape in both architectures for the performance gain and drop when increasing the
number of workers. However, there is a significant difference in where the ‘peek performance’ lies. For the
weleveld machine the algorithm peeks its performance generally at 8 workers, with a speedup of 4. The
westervlier machine peeks on average at 12 workers, with a speedup of 6. We were unable to find strong
evidence for explaining this effect. A hypothesis is that it may be related to the level 2 (or secondary) caches
for the used processors. The processors used in the westervlier machine contain 12× 512KB sized caches,3

possibly relating to the peek at 12 workers. The weleveld machine uses AMD Opterontm 6376 processors,
these contain 16 cores but their level 2 caches are 8× 2MB, thus arguable not all cores are fully utilized which
may cause the peek at 12 workers. Please note that this reasoning is highly speculative, further research
could be to perform specific tests on the internals of the locking structure (e.g. analyzing the performance
of multiple Compare&Swap operations).

Another observation is that the maximum speedup for the lamport.6 model is less affected. This latter
observation could be explained by the fact that lamport.6 contains multiple smaller SCCs (instead of
one large SCC) and thus more closely relates to trivial models, for which we did not encounter significant
performance drops.

We observed that the choice of hardware does significantly affect the (relative) performance of the
UF-SCC algorithm. Thus, the choice of hardware is an important factor to consider when analyzing the
algorithm.

3Information obtained from http://www.cpu-world.com/.

60

http://www.cpu-world.com/


1 2 4 8 16 32 64
4

8

16

32

64

128

256

Number of workers

T
im

e
u
se
d
(s
ec
)

Tarjan
Renault
UF-SCC

1

1 2 4 8 16 32 64
4

8

16

32

64

128

256

Number of workers

T
im

e
u
se
d
(s
ec
)

Tarjan
Renault
UF-SCC

1

Figure 6.9: Absolute time usage on the at.4 BEEM model for a lockless Renault implementation (left) and
one where locking is used (right).

6.4.2 Experimentation on difference between locking and lockless

We analyzed the possible influence for the locking mechanism used in the UF-SCC algorithm. We were not
(yet) able to design our approach in a lockless form. However, we argue that we can significantly increase
the performance may we succeed in this.

To better understand the difference between a lockless and locking approach, we implemented a variant
to Renault’s algorithm that uses the same locking scheme as UF-SCC (note that Renault’s standard
implementation is lockless). Figure 6.9 shows how these two versions of Renault’s algorithm differ from
each other on the at.4 BEEM model (this model consists of one SCC).

From the figure, it becomes clear that the approach that uses locking performs significantly worse as
the number of workers increase. Note that since at.4 contains a single SCC, Renault’s algorithm is not
capable of speeding up at all. The multiple workers do globally unite the uf sets. The performance decrease
from the implementation with locks is caused by these Union calls. We observed similar results compared
to the findings in Section 6.3.3.

Both versions of Renault’s algorithm performed similar sequentially: 38 seconds and 40 seconds for
respectively the lockless and locking approach. For 8 workers, the lockless version still performed in 38
seconds. Here, the locking approach performed in 44 seconds, which is still comparable. However, for 64
workers, the lockless version performed in 42 seconds but the locking version used 127 seconds to complete.
Here, the locking approach is a factor of 3.0 slower than the lockless version.

From the experiment we observed that a lockless version (for Renault) is significantly outperforming
the locking approach. For a lockless version of UF-SCC we therefore should expect similar results. We
should also take in consideration that UF-SCC has a far more complicated Union procedure (it also has
to update the Pset and List). This could imply that the performance decrease (for locking) is even more
significant for UF-SCC. We therefore stress that improving the locking procedure for UF-SCC is arguably
the most important aspect in future work.
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Chapter 7

Conclusion and Future Work

In this chapter we compare our algorithm with related work, discuss the conclusions of our work and propose
directions for future work.

7.1 Comparison with related work

In this section, we compare the UF-SCC algorithm with Renault [53] and Lowe [40]. We focus on both
the theoretical and empirical aspects.

7.1.1 Renault’s algorithm

Renault’s algorithm is based on spawning multiple independent searches of Tarjan’s algorithm. It tracks
the SCCs in a Union-Find data structure and gains performance from communicating fully explored SCCs
(see Section 3.3.3).

Theoretical evaluation. Renault’s algorithm is comparable to UF-SCC in the sense that it also uses
a Union-Find structure, though the underlying strategies are rather different. It performs in quasi-linear
time, which is equivalent to UF-SCC. The space complexity is (due to the Union-Find structure) also
similar, although the entries for the uf nodes are of larger size in the UF-SCC algorithm. The main
difference is how Renault gains scalability. Both UF-SCC and Renault communicate information on
completely explored SCCs between the workers. For a single SCC, Renault is not capable of gaining
speedups, whereas UF-SCC is. Thus, the performance for Renault and UF-SCC should be similar on
trivial graphs (models that contain a large number of SCCs relative to the number of states) and UF-SCC
should clearly outperform Renault on non-trivial graphs (that contain larger SCCs).

Experimental evaluation. We mainly evaluated Renault’s performance in Section 6.2. We found that
for trivial graphs, Renault’s algorithm generally performs slightly better than UF-SCC. While both
algorithms scale almost linearly compared to Tarjan’s algorithm, Renault executes about 25% faster than
UF-SCC. For non-trivial graphs, Renault generally does not improve its performance at all. Because
UF-SCC does scale on non-trivial graphs, we have that for eight workers, UF-SCC performs up to four
times faster than Renault’s algorithm.

7.1.2 Lowe’s algorithm

Lowe’s algorithm is based on spawning multiple synchronized searches of Tarjan’s algorithm. It ensures
that the workers perform strictly disjunct searches. A suspend procedure is used to combine multiple searches
whenever the searches interfere with each other (see Section 3.3.2).
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Theoretical evaluation. Lowe’s algorithm operates quite different from UF-SCC. Intrinsically, it
should also be able to communicate partially discovered SCCs. However, the ‘repair’ procedure caused
by the blocking cycle is executed sequentially which causes a single worker to explore a complete SCC. This
procedure also causes the algorithm to perform in quadratic time, though Lowe mentions that this can only
occur in rare circumstances. We assume that the space complexity is similar to that of UF-SCC, resulting
from similarities between the Union-Find structure and the Suspended map. In terms of scalability, we
expect Lowe’s algorithm to mainly gain performance on trivial graphs. From the algorithm it is unclear
whether the algorithm scales for non-trivial graphs as well.

Experimental evaluation. We were not able to evaluate Lowe’s algorithm ourselves. Therefore we rely
on the results from Lowe’s paper [40]. In Section 3.3.2, we presented results from Lowe’s algorithm. Note
that these experiments were performed in an offline setup, which should imply that the algorithm is less
restricted and should perform equally or better compared to an on-the-fly version. Also, the benchmark
environment is significantly different from the one we used: it is performed on a different architecture (it is
examined for a maximum of eight cores) and it is implemented in the Scala language. For trivial graphs,
Lowe’s algorithm gains a three- to four-fold speedup (compared to Tarjan’s algorithm) using eight workers,
which is similar compared to the results for UF-SCC. Lowe also performed a few experiments on non-
trivial graphs. Here, the performance for Lowe’s algorithm was found to be worse compared to Tarjan’s
algorithm. Lowe also performed experiments on randomly generated graphs (similar to the ones we describe
in Section 6.3). From these results we observe that for a fanout of larger than 1.5 (for 500,000 states) the
performance is worse compared to Tarjan’s algorithm. We therefore assume that Lowe’s algorithm does
not gain scalability for non-trivial graphs. Thus we conclude that UF-SCC performs also performs up to
four times faster than Lowe’s algorithm.

7.2 Conclusion

To summarize the results from this thesis:

� We showed that the state-of-the art parallel on-the-fly SCC algorithms do not scale on graphs containing
large SCCs (compared to the number of states).

� We presented a new parallel on-the-fly SCC algorithm that is capable of scaling on graphs containing
large SCC. We show that it performs up to four times faster (using eight threads) than the best known
approaches. Furthermore, our algorithm performs on par with the best known techniques for graphs
containing many small SCCs.

In Chapter 4 we presented a naive algorithm for on-the-fly multi-core SCC decomposition. This algorithm
is based on a strict DFS search in combination with communication on partially discovered SCCs. This is
realized by extending the Union-Find structure with a worker set. We observed complications with this
algorithm and proposed solutions to resolved these. A theoretical examination shows that this algorithm
has a quadratic time worst-case complexity.

In Chapter 5 we presented an improved algorithm for on-the-fly multi-core SCC decomposition. This
algorithm also communicates partially discovered SCCs. The difference with the algorithm from Chapter 4 is
that this version includes a parallel cyclic list in the Union-Find structure to iterate over the states. Workers
pick states from this list and remove these globally once explored. This made it possible to let multiple
workers simultaneously contribute to exploring an SCC. We proved that this algorithm is correct and that
it runs in linear time.

In Chapter 6 we discussed experiments on the implementation for the improved algorithm. We found
that the implementation was able to scale effectively (to a certain extent).

From the experiments we conclude that for trivial models our algorithm performs similar to that of
Renault and Lowe, where Renault performs slightly better. For non-trivial models our algorithm is
clearly able to outperform Renault and Lowe as it has observed to gain a speedup of up to four times
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for eight workers, while the other algorithms do not gain performance on non-trivial models. This indicates
that our algorithm is able to scale efficiently by communicating partially discovered SCCs. We did observe
a significant performance drop (on non-trivial models) for more than eight workers, which has been found
to origin from the contention on the locking mechanism.

In conclusion, the designed algorithm has been proven to be correct and theoretically able to scale
efficiently. We showed that in contrast to existing techniques, our algorithm is able to scale on large SCCs
by communicating information on partially discovered SCCs. Experimentations showed that in its current
state, the implementation outperforms existing techniques for up to eight workers. Future work will have to
show if the used synchronization measures can be improved.

7.3 Future Work

With regard to future work, we consider the following directions:

1. Easing the synchronization measures for the Merge procedure in the algorithm. We currently use a
locking structure which causes multiple workers to spend a significant portion of their time waiting for
each other. One direction is to design a lockless mechanism that ensures correct behavior with respect
to data races. Another approach is to improve upon the current locking structure, by proposing a new
scheme to lock states and queue multiple Merge operations so that a worker does not explicitly have
to wait on locked states.

2. Implementing Lowe’s algorithm. While spending a fair effort on making Lowe’s algorithm run on our
system, we did not (yet) succeed in this. Since Lowe has implemented his algorithm in Scala (while we
implemented our algorithm in C), we do not regard that it can be compared with our approach in a
fair manner. We are furthermore interested in implementing Lowe’s algorithm as we consider possible
improvements can be made using the observations of this work.

3. Analyzing our algorithm’s performance for applications of SCCs. We have shown that our algorithm
performs well for detecting SCCs. We did not yet analyzed its performance in a more practical context.
We regard that the algorithm is well-suited for handling variations; experiments will have to show this.

4. Extending the synthetic models to cover various types of graphs. We found that a randomly generated
graph is not representable for a complete overview in terms of performance analysis. We expect to
gain valuable information by for instance considering path and cycle length variations in the synthetic
graphs.

5. Formalizing the proof of the algorithm by means of theorem proving. While we expect our ‘hand-
written’ proof to be correct, we would like to show this in a more formalized setting. Moreover, by
doing so we regard it probable to extract the algorithm’s behavior in terms of necessary and superfluous
measures. This also makes it possible to more easily consider variations of the algorithm. Promising
results in this field have been shown by recent related work [60, 49].
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Appendix A

Correctness proof for UF-SCC

In this Appendix, we prove the parallel UF-SCC algorithm correct, as presented in Algorithm 26. Here,
we modified Line 8 from [w ∈ post(v′)] (see Algorithm 18) to [w := GetSuccessorp(v′)]; this allows us
to reason more formally about the successors. We assume that each line of code is executed atomically
(in practice, forms of locking and/or lock-free techniques are used to prevent data races). Concerning the
external method calls, we assume that each of these methods adhere to the provided specification from
Algorithm 27. Moreover, we assume that no other modifications are made by these methods other than
stated from the specification. The main correctness results in Theorem A.16 with respect to soundness,
Theorem A.17 with respect to completeness, and Theorem A.18 with respect to termination.

We use of the Hoare triple {P} C {Q} [26] style notation for stating pre- and post-conditions. Here, we
assure that pre-condition Q holds before calling C, and that post-condition Q holds when C is completed.

Algorithm 26 The UF-SCC algorithm

1: procedure UF-SCC-main(v0, P)
2: for each p ∈ [1 . . .P] do
3: MakeClaim(v0, p)
4: UF-SCC1(v0) ‖ . . . ‖ UF-SCCP(v0)

5: procedure UF-SCCp(v)
6: Dp.push(v) [start ‘new’ SCC]
7: while v′ := PickFromList(v) do
8: while w := GetSuccessorp(v′) do
9: result := MakeClaim(w, p)

10: if result = claim dead then continue
11: else if result = claim success then
12: UF-SCCp(w) [recursively explore w]
13: else [result = claim found]
14: while ¬SameSet(Dp.top(), w) do
15: w′ := Dp.pop()
16: Merge(w′, Dp.top())
17: RemoveFromList(v′) [fully explored post(v′)]
18: if v = Dp.top() then Dp.pop() [remove completed SCC]

In the UF-SCC Algorithm 26, the representation for local methods are segregated from global methods
by adding the subscript Mp, meaning that method M is locally executed for worker p. Concerning the local
stack Dp, for the proof we extend this data type with v ∈ Dp and w = Dp[i], which respectively denotes that
v is an element of (the set) Dp and w is the element at position i in the stack (where Dp[0] is the bottom of
the stack and Dp[|Dp| − 1] = Dp.top()).
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Algorithm 27 Specification for the UF-SCC algorithm

1: definition uf[v] ⊆ V
2: definition List(v) ⊆ uf[v]
3: definition NextSCC(v) := {w | v′ ∈ uf[v] : (v′ → w) ∈ E}
4: definition Sucp(v) ⊆ post(v)
5: definition Pset(v) ⊆ {1, . . . ,P}
6: predicate IsDead(v) := List(v) = ∅
7: predicate GlobalDone(v) := ∀v′ ∈ post(v) : SameSet(v, v′) ∨ IsDead(v′)
8: predicate GlobalDead(v) := ∀v′ ∈ NextSCC(v) : SameSet(v, v′) ∨ IsDead(v′)
9: invariant ∀v, v′ ∈ uf[v] : Pset(v′) = Pset(v)

10: invariant ∀v, v′ ∈ uf[v] : uf[v′] = uf[v]
11: invariant ∀v, v′ ∈ uf[v] : List(v′) = List(v)
12: invariant ∀v, v′ : SameSet(v, v′)⇒ List(v) = List(v′)
13: invariant ∀v, v′ ∈ uf[v] \ List(v) : Next(v′) ⊆ uf[v] ∪ dead

14: precondition: ∀v : uf[v] = List(v) = {v}
15: precondition: ∀v : Pset(v) = ∅
16: precondition: ∀v, p ∈ [1 . . .P] : Sucp(v) = Next(v)
17: precondition: ∀p ∈ [1 . . .P] : Dp = ∅
18: procedure UF-SCC-main(v0,P)

19: procedure UF-SCCp(v)

20: returns: null ⇐⇒ List(v) = ∅
21: returns: v′ ∈ List(v) ⇐⇒ List(v) 6= ∅
22: procedure PickFromList(v)

23: postcondition: old(Sucp(v)) 6= ∅ =⇒ ∃w ∈ old(Sucp(v)) : Sucp(v) = old(Sucp(v)) \ {w}
24: returns: null ⇐⇒ old(Sucp(v)) = ∅
25: returns: w ⇐⇒ {w} = old(Sucp(v)) \ Sucp(v)
26: procedure GetSuccessorp(v) [The returned successor is removed from Sucp(v)]

27: postcondition: ¬IsDead(v) =⇒ p ∈ Pset(v)
28: returns: claim dead ⇐⇒ IsDead(v)
29: returns: claim success ⇐⇒ ¬IsDead(v) ∧ p 6∈ old(Pset(v))
30: returns: claim found ⇐⇒ ¬IsDead(v) ∧ p ∈ old(Pset(v))
31: procedure MakeClaim(v, p)

32: returns: v ∈ uf[w]
33: procedure SameSet(v, w)

34: postcondition: uf[v] = uf[w] = old(uf[v]) ∪ old(uf[w])
35: postcondition: List(v) = old(List(v)) ∪ old(List(w))
36: postcondition: Pset(v) = old(Pset(v)) ∪ old(Pset(w))
37: procedure Merge(v, w) [Global modification]

38: postcondition: v 6∈ List(v)
39: procedure RemoveFromList(v) [Global modification]
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Lemma A.1. The UF-SCCp procedure from Algorithm 26 adheres to the following pre-condition:
{p ∈ Pset(v)} UF-SCCp(v) {. . .}

Proof. Only at Line 4 and Line 12, UF-SCCp can be called. At Line 4 it is called for v0. We have as a
result from Line 3 that p ∈ Pset(v0) holds, by the post-condition from MakeClaim(v0, p), if ¬IsDead(v0).
By the assumptions preceding UF-SCC-main, we have that ∀v : List(v) = {v}. Since no modifications
to List(v0) take place in Lines 2-3, we can conclude that ¬IsDead(v0) holds by definition and therefore
p ∈ Pset(v0).

At Line 12, for some w, the UF-SCCp(w) procedure is called, resulting from the fact that Line 11
evaluated to True. Therefore, result = claim success, which is obtained from MakeClaim(w, p) in
Line 9. By its specification we obtain claim success ⇐⇒ ¬IsDead(w). Therefore we have by the
post-condition of MakeClaim(w, p) that p ∈ Pset(w).

Corollary A.2. All states on the Dp stack contain the worker ID p:
∀p, v : v ∈ Dp =⇒ p ∈ Pset(v)

Proof. By Lemma A.1 we have that p ∈ Pset(v) at Line 6 of the UF-SCCp(v) procedure. Here, v gets
pushed on Dp. Since Line 6 is the only place where states are pushed Dp and by observing that a worker
ID is never removed from a state, we obtain that ∀p, v : v ∈ Dp =⇒ p ∈ Pset(v).

Corollary A.3. All states in the same uf sets as the states on the Dp stack contain the worker ID p:
∀p, v : v ∈ Dp =⇒ ∀v′ ∈ uf[v] : p ∈ Pset(v′)

Proof. This follows directly from Corollary A.2 and the invariant over Psets (Line 9 from Algorithm 27).

Lemma A.4. The UF-SCCp procedure from Algorithm 26 adheres to the following pre-condition:
{v 6∈ Dp} UF-SCCp(v) {. . .}

Proof. Only at Line 4 and Line 12, UF-SCCp can be called. At Line 4 it is called for v0. The pre-condition
trivially holds as no modifications to Dp have occurred yet.

In the UF-SCCp(v) procedure, UF-SCCp(w) is called in Line 12 for some state w. We proof the case
for Line 12 by contradiction. Assume that w ∈ Dp at the start of Line 12 in the UF-SCCp(v) procedure.
Note that this invalidates the pre-condition of UF-SCCp. We have that Line 11 evaluated to True and
hence result = claim success. This can only be the case if MakeClaim(w, p) returned claim success in
Line 9. Since Dp is unmodified in Lines 9-11, w ∈ Dp must hold at Line 9. By Corollary A.2 we obtain that
p ∈ Pset(w). This however contradicts with the specification of MakeClaim(w, p), as p 6∈ old(Pset(w)).
Therefore, w 6∈ Dp at the start of Line 12 and thus the pre-condition holds.

Lemma A.5. The UF-SCCp procedure from Algorithm 26 adheres to the following post-condition:
{. . .} UF-SCCp(v) {v 6∈ Dp}

Proof. At the start of Line 6 in the UF-SCCp(v) procedure, we have by Lemma A.4 that v 6∈ Dp. After
Line 6, v = Dp.top(). We assume (by strong induction on the number of recursive UF-SCCp calls) that the
the post-condition holds true for the recursive UF-SCCp(w) procedure in Line 12. At the start of Line 18
we have that v 6∈ Dp ∨ v = Dp.top(). This results from the fact that the only place where some state t can
be pushed on Dp (on top of v) is in Line 6, in procedure UF-SCCp(t). As all recursive procedures have
finished at Line 18, the post-condition ensures that none of these states reside on the Dp stack anymore,
thus either v = D.top() or v has already been popped by this or a recursive procedure. After executing
Line 18 we conclude that v 6∈ Dp must hold.

Lemma A.6. The UF-SCCp procedure from Algorithm 26 adheres to the following post-condition:
{. . .} UF-SCCp(v) {IsDead(v)}
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Proof. This follows directly from the while condition in Line 7 from the UF-SCCp(v) procedure. By applying
the specification from PickFromList(v), the while-loop ends if List(v) = null ≡ IsDead(v). As Line 18
does not alter the situation, the post-condition is preserved.

Lemma A.7. In the UF-SCCp procedure of Algorithm 26, before executing Line 9 and after Line 12, we
have that:
(UF-SCCp(v) at Line 9 and after Line 12): ∀t : p ∈ Pset(t) =⇒ ∃t′ ∈ uf[t] : UF-SCCp(t′) has been called.

Proof. Note that MakeClaim(w, p) can only be called by UF-SCCp(v) in Line 9, hence no other workers
can add worker ID p to a state with MakeClaim(w, q), for any q 6= p. The only other place where worker
ID p can be added to a state is in the Merge(v, w) procedure, called at Line 16 (by any worker). This call
merges the Psets from v and w. Moreover, after the Merge procedure we can assert that v ∈ uf[w], and
p ∈ Pset(v) holds only if p ∈ (Pset(v) ∪Pset(w)) before the Merge(v, w) call. Thus, for any v such that
p ∈ Pset(v) we have that ∃v′ ∈ uf[v] : MakeClaim(v′, p) is called, and p 6∈ Pset(v′) before this call. If
p 6∈ Pset(w) holds before Line 9 (and w.l.o.g. ¬IsDead(w)), the specification of MakeClaim ensures that
claim success is returned. By Lines 11 and 12 we can assert that the UF-SCCp(w) procedure will be
called. Therefore, before Line 9 and after Line 12 we can assure that for all states t for which p ∈ Pset(t)
holds, the UF-SCCp(t′) procedure has been called for some t′ ∈ uf[w].

Lemma A.8. After UF-SCCp from Algorithm 26 finishes executing, every state containing worker ID p is
dead and/or ‘part of ’ the Dp stack. The UF-SCCp procedure from Algorithm 26 adheres to the following
post-condition:
{. . .} UF-SCCp(v) {∀t : p ∈ Pset(t) =⇒ IsDead(t) ∨ ∃t′ ∈ uf[t] : t′ ∈ Dp}
Proof. By Lemma A.7 we obtain that after UF-SCCp(v) finishes, p ∈ Pset(w) implies that the
UF-SCCp(w′) procedure has been called for some w′ ∈ uf[w]. For any state v′, if the UF-SCCp(v′)
procedure has finished we obtain from Lemma A.6 that IsDead(v′) holds. We now show that for any t,
p ∈ Pset(t) ∧ ¬IsDead(t) =⇒ ∃t′ ∈ uf[t] : t′ ∈ Dp holds after UF-SCCp(v) finishes. Since p ∈ Pset(t),
we have that the UF-SCCp(t′) procedure has been recursively called by UF-SCCp(v) for some t′ ∈ uf[t].
Therefore, t′ has been pushed on Dp as a result of Line 6. Consider the two cases where Dp.pop() is called,
at Line 15 and Line 18. At Line 18 in the UF-SCCp(t′) procedure we have IsDead(t′) (see Lemma A.6)
and thus conforms with the post-condition. At Line 15 in the UF-SCCp(t′) procedure, the popped state w′

is immediately afterwards merged with the new Dp.top() ∈ uf[t]. Thus, after Line 16, by the specification
of the Merge(w′, Dp.top()) procedure, we again have that w′ ∈ uf[t]. As a result we can conclude that
∀t : p ∈ Pset(t) =⇒ IsDead(t) ∨ ∃t′ ∈ uf[t] : t′ ∈ Dp holds after UF-SCCp(v) finishes.

Corollary A.9. The post-condition from Lemma A.8 also holds at the start of Line 9 in Algorithm 26:
(UF-SCCp(v) at Line 9) : ∀t : p ∈ Pset(t) =⇒ IsDead(t) ∨ ∃t′ ∈ uf[t] : t′ ∈ Dp

Proof. First, assume w.l.o.g. we have some t such that p ∈ Pset(t) holds at Line 9. By Lemma A.7 we have
that UF-SCCp(t′) has been called for some t′ ∈ uf[t]. Note that at this point, UF-SCCp(t′) must have
also executed Line 6. From the (proof of) Lemma A.8 we obtain that before Line 15 and after Line 16, the
post-condition is preserved. Therefore Corollary A.9 must also hold.

Lemma A.10. For any two states t and u that are in Dp and where the stack index of w is one more than
the stack index of t, there is a state t′ in uf[t] such that t′ → u is an edge in G:
∀p, i : 0 < i < |Dp| =⇒ ∃t ∈ uf[Dp[i− 1]] : Dp[i] ∈ post(t)

Proof. Assume that the invariant holds for all states currently on Dp, we show that it remains valid when
a new state is pushed on the stack (note that the invariant is preserved in the base case where |Dp| < 2).
In Line 7 of the UF-SCCp(v) procedure, some state v′ ∈ List(v) ⊆ uf[v] is selected by PickFromList(v).
In Line 8 we obtain that state w ∈ post(v′). If UF-SCCp(w) is called in Line 12, we can assure that
v′ ∈ uf[v] ∧ w ∈ post(v′). Therefore, when UF-SCCp(w) pushes w on Dp at Line 6, the invariant remains
valid. Since states can only be popped from the top of the stack, the ordering of Dp remains the same and
thus Lemma A.10 holds.
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Theorem A.11. All states in the same uf set are part of the same SCC:
∀t, u : t ∈ uf[u] =⇒ t→∗ u→∗ t

Proof. We show this by induction on the number of Merge calls. Merge is only called at Line 16 of
Algorithm 26 and note that Merge is the only process that adapts uf (by combining uf[v] with uf[w]).

n = 0: Initially we have ∀v : uf[v] = {v} by the specification of UF-SCC-main. Since ∀v : v →∗ v holds
trivially for any state (with a path of length 0), Theorem A.11 holds for n = 0.

n = k+ 1: We assume that Theorem A.11 holds for k Merge calls. We show that it also holds for k+ 1
Merge calls. At the start of Line 16 in Algorithm 26 we have that ∀v, w : w ∈ uf[v] =⇒ v →∗ w →∗ v
holds (induction hypothesis). By combining this induction hypothesis with Lemma A.10 we obtain that
∀p, i : 0 < i < |Dp| =⇒ ∃v ∈ uf[Dp[i− 1]] : Dp[i] ∈ post(v) =⇒ Dp[i − 1] →∗ Dp[i]. By recursive
application of this statement, we have ∀v ∈ Dp : v →∗ Dp.top(). At the start of Line 16 we can therefore
assure that Dp.top()→∗ w′ (because w′ was popped from the stack in Line 15).

We now show that w′ →∗ Dp.top() also holds. The body of the while procedure is being executed
because ¬SameSet(Dp.top(), w) evaluated to True in Line 14, meaning that Lines 15 and 16 are executed
iteratively until D.top ∈ uf[w]. This while procedure is being executed because the MakeClaim(w, p) call
from Line 9 returned claim found. From the specification of MakeClaim we obtain that at the start of
Line 9 we have ¬IsDead(w) ∧ p ∈ Pset(w). From Corollary A.9 we obtain that ∀t : p ∈ Pset(t) =⇒
IsDead(t) ∨ ∃t′ ∈ uf[t] : t′ ∈ Dp, by combining these statements we obtain: ∃t′ ∈ uf[w] : t′ ∈ Dp. Since
∀v ∈ Dp : v →∗ Dp.top() holds as a result of the induction hypothesis, we have that ∃t′ ∈ uf[w] ∧ t′ ∈
Dp : t′ →∗ Dp.top() =⇒ w →∗ Dp.top(). Also, since w ∈ post(v′) (Line 8) and v′ ∈ uf[v] = uf[D.top()]
(Line 7 and by the proof of Lemma A.8) we have Dp.top()→∗ w or equivalently v →∗ w.

Because ¬SameSet(Dp.top(), w) in Line 14 we assure that for every state w′ previously popped from
Dp in this while procedure at Line 15, w′ 6∈ uf[w]. If this were not the case, Line 16 would ensure that
t ∈ uf[w] is merged with Dp.top(), and thereby falsifying the while condition. At the start of Line 15 we
thus have that Dp.top() 6∈ uf[w] and because ∃t′ ∈ uf[w] : t′ ∈ Dp, we can assure that t′ 6= Dp.top().
Therefore, at the start of Line 16, we know that t′ →∗ Dp.top() (because either t′ = Dp.top() or t′ resides
lower on the stack). Since t′ ∈ uf[w] and w′ ∈ uf[v] and v →∗ w, we obtain w′ →∗ v →∗ w →∗ t′ →∗
Dp.top() =⇒ w′ →∗ Dp.top() (see Figure A.1 for an illustrative overview of this situation). Because both
Dp.top()→∗ w′ and w′ →∗ Dp.top() hold at Line 16, we conclude that ∀v, w : w ∈ uf[v] =⇒ v →∗ w →∗ v
remains valid after the Merge(w′, Dp.top()) procedure, thereby proving the invariant.

v0 t′ Dp.top() w′

v

v′

w

Dp = [ ]

uf[w]

uf[v]

* * *
*

*

*

*

*

*

Figure A.1: Illustrative representation of Algorithm 26 at Line 16. Here, the highlighted states are part of
Dp and the marked regions represent uf sets.

Corollary A.12. For any two states v and w that are in Dp and the stack index of w is one more than the
stack index of v, G contains the path v →∗ w:
∀p, i : 0 < i < |Dp| =⇒ Dp[i− 1]→∗ Dp[i]

70



Proof. This follows directly from Theorem A.11 and Lemma A.10.

Lemma A.13. In Algorithm 26 at Line 17, all successors of v′ are either dead or in the same set as v′

and we say GlobalDone(v′):
(UF-SCCp(v) at Line 17) : ∀w ∈ post(v′) : IsDead(w) ∨ SameSet(v′, w)

Proof. First we show that GetSuccessorp(v′) iterates over every successor w of v′. At Line 8,
GetSuccessorp(v′) is called. Initially we have Sucp(v′) = post(v′) (Precondition for UF-SCC-main).
By the specification of GetSuccessorp(v′), one state w is removed (locally) from Sucp(v′) and returned.
Therefore, GetSuccessorp(v′) only returns null (after which we continue at Line 17) if worker p has
considered every successor w ∈ post(v′). We now show that the invariant holds. For every successor w of
v′ in Lines 9-16, there are three cases based on the result from MakeClaim(w, p) in Line 9:

result = claim dead: Here, by the specification of MakeClaim we can assure that IsDead(w) holds,
conforming with the invariant. Thus, the algorithm may continue with the next successor.

result = claim success: Here, we recursively call UF-SCCp(w). By Lemma A.6 we obtain that
IsDead(w) holds after Line 12, conforming with the invariant. Thus, the algorithm may continue with the
next successor.

result = claim found: Here, we find that p ∈ Pset(w) and we observe from the (proof of) Theo-
rem A.11 that v′ ∈ uf[Dp.top()] holds at Line 14. Therefore, when the while procedure ends, we have that
SameSet(Dp.top(), w) and thus SameSet(v′, w). As this conforms with the invariant, the algorithm may
continue with the next successor.

Because every case results in IsDead(w) ∨ SameSet(v′, w), we conclude that the invariant holds.

Lemma A.14. In Algorithm 26 at Line 18, all successors of uf[v] are either dead or in the same set as v
and we say GlobalDead(v):
(UF-SCCp(v) at Line 18) : ∀w ∈ NextSCC(v) : IsDead(w) ∨ SameSet(v, w)

Proof. By Lemma A.13 we have that at Line 17, all successors of w′ are either dead or in the same set
as v′ (and v). We show that PickFromList(v) at Line 7 only returns null if all states in uf[v] are fully
explored. PickFromList(v) returns some state v′ ∈ List(v) ⊆ uf[v]. Initially, ∀v : List(v) = uf[v] = {v}
(pre-condition UF-SCC-main). By Lemma A.13 we have that v′ is fully explored (by worker p) at Line 17.
Therefore, we can globally remove v′ from List(v) using RemoveFromList(v′). After consecutive iterations
of the while procedure spanning Lines 7-17, eventually List(v) = ∅ =⇒ v′ = null. We show by contradiction
that every successor of NextSCC(v) is fully explored. Assume that at Line 18: ∃t ∈ uf[v] : t 6∈ List(v)∧∃t′ ∈
post(t) : ¬IsDead(t′) ∧ ¬SameSet(t, t′). Because t 6∈ List(v), we have that RemoveFromList(t) has
been called at Line 18 by any worker q as this is the only way to remove a state from List(v). However, this
would imply that Lemma A.13 holds for this state and worker, contradicting the assumption. Therefore, all
successors of UF-SCC[v] are either dead or in the same set as v and Lemma A.14 holds.

Corollary A.15. All reachable states (from v0) are fully explored when the UF-SCC-main procedure from
Algorithm 26 terminates:
{. . .} UF-SCC-main(v0,P) {∀v : v0 →∗ v =⇒ IsDead(v)}

Proof. By applying Lemma A.14 recursively combined with Lemma A.6, we obtain that after UF-SCCp(v0)
finishes (as called by Line 4), we have that v0 and all reachable states by v0 are dead. Therefore, every
reachable state from v0 is fully explored.

Theorem A.16 (Soundness). All reachable states (from v0) which are part of the same SCC, are part of
the same set when the UF-SCC-main procedure from Algorithm 26 terminates:
∀v : v0 →∗ v =⇒ ∀w : v →∗ w →∗ v =⇒ SameSet(v, w)

Proof. By Corollary A.15 we obtain that every reachable state is fully explored by UF-SCC-main. Assume
by contradiction that ∀v : v0 →∗ v =⇒ ∃w : v →∗ w →∗ v =⇒ ¬SameSet(v, w). Then, at some point we
must have fully explored w (because v0 →∗ w). Assume w.l.o.g. that at Line 7 we somw worker picks state
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v from List(v). Now, when the algorithm proceeds until Line 17, we find by Lemma A.13 that all (direct)
successors of v are either dead or in the same set as v. Because v →∗ w and ¬SameSet(v, w) we deduce
(by recursively iterating over the successors of v) that IsDead(w) must hold. However, since ¬IsDead(v),
¬SameSet(v, w) and w →∗ v holds, state w cannot be dead as inferred by Lemma A.14. Since it is not
possible to have both IsDead(v) and IsDead(w) while exploring either of these states (this can only be
concluded after a worker finishes exploring the state), we must contradict the assumption and conclude that
Theorem A.16 holds.

Theorem A.17 (Completeness). All reachable states (from v0) which are part of different SCCs, are not
part of the same set when the UF-SCC-main procedure from Algorithm 26 terminates:
∀v : v0 →∗ v =⇒ ∀w : v 6→∗ w ∨ w 6→∗ v =⇒ ¬SameSet(v, w)

Proof. By Theorem A.11 we have that for any two states v, w which are part of the same uf set, we assure
that v →∗ w →∗ v. Therefore, if we assume that there is a state t ∈ uf[v] and t 6→∗ v or v 6→∗ t, we
contradict Theorem A.11. Hence, the completeness property is met at all times.

Theorem A.18 (Termination). The UF-SCC-main procedure from Algorithm 26 always terminates.

Proof. For termination of UF-SCC-main, we must show that every while procedure and every recursion
terminates in UF-SCCp. We consider each case as follows:

Recursive UF-SCCp(v) call of Line 12: Since UF-SCCp(w) is only called if result = claim success is
obtained from MakeClaim(w, p). From the specification of MakeClaim(w, p) we observe from the post-
condition that p 6∈ old(Pset(w)) ∧ p ∈ Pset(w), thus claim success can be obtained at most once for
every state and worker. Therefore, the number of UF-SCCp(v) calls is bounded by the number of reachable
states from v0.

While procedure of Line 14-16: From the previous case we obtain that UF-SCCp(v) is called a finite
number of times, bounded by the number of reachable states. Therefore, this same bound applies on the
size of Dp. In this while procedure we reduce |Dp| by one in each iteration. Thus the number of times that
this procedure may be executed is also bounded by the number of reachable states.

While procedure of Line 8-16: As both previous cases terminate, the body of the while procedure is
finished in a finite number of steps. Since the GetSuccessorp(v′) method from Line 8 reduces |Sucp(v′)|
by one in each call, this method is called at most |Sucp(v′)|+ 1 times. Because Sucp(v′) ⊆ post(v) we have
that |Sucp(v′)| is bounded by the fanout of v′, which is also bounded by the number of reachable states.

While procedure of Line 7-17: Since all previous cases terminate, the body of the while procedure is
finished in a finite number of steps. When the worker executes Line 17, we can conclude that v′ 6∈ List(v′)
(post-condition of RemoveFromList(v′)). Therefore, this state cannot be picked again in consecutive
iterations. Since List(v) ⊆ uf[v] and |uf[v]| is by Theorem A.11 bounded by the number of reachable states
from v, we have that this procedure is called finitely often.

Since every sub-procedure terminates, we conclude that the UF-SCC-main procedure also terminates.
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Appendix B

Complete algorithm for UF-SCC

In this appendix, we present the complete UF-SCC algorithm in Algorithm 28.

Algorithm 28 The complete UF-SCC algorithm

1: procedure UF-SCC-main(v0, P)
2: for each p ∈ [1 . . .P] do
3: MakeClaim(v0, p)
4: UF-SCC1(v0) ‖ . . . ‖ UF-SCCP(v0)

5: procedure UF-SCCp(v)
6: Dp.push(v) [start ‘new’ SCC]
7: while v′ := PickFromList(v) do
8: for each w ∈ post(v′) do
9: result := MakeClaim(w, p)

10: if result = claim dead then continue
11: else if result = claim success then
12: UF-SCCp(w) [recursively explore w]
13: else [result = claim found]
14: while ¬SameSet(Dp.top(), w) do
15: w′ := Dp.pop()
16: Merge(w′, Dp.top())
17: RemoveFromList(v′) [fully explored post(v′)]
18: if v = Dp.top() then Dp.pop() [remove completed SCC]

19: procedure PickFromList(x)

20: n1 := uf[x].list-next

21: while uf[x].list-status = tombstone do

22: if x = n1 then return null

23: if uf[n1].list-status = tombstone then

24: n2 := uf[n1].list-next

25: if x = n2 then return null

26: uf[x].list-next := n2
27: x := n2

28: n1 := uf[x].list-next

29: else return n1
30: return x
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31: procedure RemoveFromList(x)
32: while uf[x].list-status 6= tombstone do

33: cas(uf[x].list-status, live,tombstone)

34: procedure MakeClaim(x, p)

35: if cas(uf[x].uf-status,unseen, init) then

36: uf[x].parent := x

37: uf[x].list-next := x

38: uf[x].list-status := live

39: uf[x].Pset := {p}
40: uf[x].uf-status := live

41: return claim success

42: while uf[x].uf-status = init ;

43: if IsDead(x) then return claim dead

44: if HasWorker(x, p) then return claim found

45: AddWorker(x, p)

46: return claim success

47: procedure Merge(x, y)

48: if Lock(x, y) then

49: MergeLists(x, y)

50: Union(x, y)

51: Unlock(x)

52: Unlock(y)

53: procedure Lock(x, y)

54: while True do

55: x := Find(x)

56: y := Find(y)

57: if x = y then return False

58: if x > y then swap(x, y)

59: if cas(uf[x].uf-status, live, locked) then

60: if uf[x].parent = x then

61: if cas(uf[y].uf-status, live, locked) then

62: if uf[y].parent = y then

63: return True

64: uf[y].uf-status := live

65: uf[x].uf-status := live

66: procedure Unlock(x)

67: uf[x].uf-status := live
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68: procedure MergeLists(x, y)

69: x := LockList(x)

70: y := LockList(y)

71: swap(uf[x].list-next,uf[y].list-next)

72: uf[x].list-status := live

73: uf[y].list-status := live

74: procedure LockList(x)

75: while uf[x].list-status 6= busy do

76: x := PickFromList(x)

77: cas(uf [x].list-status, live,busy)

78: return x

79: procedure Find(x)

80: if uf[x].parent 6= x then

81: uf[x].parent := Find(uf[x].parent)

82: return uf[x].parent

83: procedure SameSet(x, y)

84: xr := Find(x)

85: yr := Find(y)

86: if Find(xr) 6= xr ∨ Find(yr) 6= yr then

87: SameSet(xr, yr)

88: return xr = yr

89: procedure AddWorker(x, p)

90: while p 6∈ uf[Find(x)] do

91: xr := Find(x)

92: uf[xr].Pset := uf[xr].Pset ∪ {p}

93: procedure HasWorker(x, p)

94: return p ∈ uf[Find(x)].Pset
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95: procedure UnionAux(x, y)
96: if cas(uf[y].parent, y, x) then

97: uf[x].Pset := uf[x].Pset ∪ uf[y].Pset

98: if Find(x) 6= x ∨ Find(y) 6= x then

99: UnionAux(Find(x),Find(y))

100: procedure Union(x, y)

101: xr := Find(x)

102: yr := Find(y)

103: if uf[xr].rank > uf[yr].rank then

104: UnionAux(xr, yr)

105: else

106: UnionAux(yr, xr)

107: if uf[xr].rank = uf[yr].rank then

108: uf[yr].rank := uf[yr].rank + 1

109: procedure IsDead(x)

110: return PickFromList(x) = null

76



Bibliography

[1] Richard J. Anderson and Heather Woll. Wait-free Parallel Algorithms for the Union-find Problem. In
Proceedings of the Twenty-third Annual ACM Symposium on Theory of Computing, STOC ’91, pages
370–380, New York, NY, USA, 1991. ACM.

[2] Christel Baier, Joost-Pieter Katoen, et al. Principles of model checking, volume 26202649. MIT press
Cambridge, 2008.
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